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Abstract

The Standard Model (SM) is a framework that has succeeded to describe the behavior of the
elementary particle to a great extent. After the discovery of a Higgs-boson-like particle in 2012, its
reliability has increased more. At the same time, however, the importance of problems related to the
Higgs mechanism such as the fine tuning of the mass of the Higgs particle has grown. In order to find
a clue to the problems, the top quark is an interesting subject by focusing on the Higgs mechanism
from the following two points. One thing is that the top quark mass of 173.2±0.9 GeV is much larger
than that of other fermions such as electron and up-quark although their masses are originated from
the same Higgs mechanism. The other is that the top quark mass is at the energy scale of the Higgs
mechanism, and it is suspected that the top quark has some relation with it.

In the LHC-ATLAS experiment, where protons are collided with 7 TeV center of mass energy, the
precise measurement of the top quark properties with enormous top quark samples is possible through
mainly the top quark pair (tt̄) production. In the ATLAS experiment, the cross section is measured
in the various final states, and the result of 177 ± 3(stat.)+8

−7(syst.) ± 7(luminosity) is consistent with
the SM expectation of 164.6+11.4

−15.7 pb. These analyses however, have counted the number of events
inclusively after some event selections. In order to investigate prodution and decay of the top quark
more closely, it is quite important to look into the kinematical distributions that strongly relate to the
top quark properties.

On that point, the W boson polarization measurement in the top quark decay is important from the
point that it directly related to the interaction in the top quark decay. In the SM, the top quark decays
into a W boson and a b-quark almost exclusively, with V-A weak interaction. Due to the large decay
width, the top quark decays before hadronization and behaviors of bare quark can be observed. Here,
the W boson polarization fraction in the SM expectation is

F0 = 0.687 ± 0.005
FL = 0.311 ± 0.005
FR = 0.0017 ± 0.0001

where F0, FL and FR are the fraction of W boson polarization in longitudinal, left- and right-handed
defined with respect to the momentum direction of the W boson (F0 + FL + FR = 1). As the result of
V-A interaction, the FR is strongly suppressed and its deviation from zero stands for the existence of
new physics.

The W boson polarization can be measured by the charged lepton emission angle distribution in
the leptonic decay of the top quark : t → Wb → lνb. The differential cross section as a function of
the charged lepton emission angle is

1
N

dN
d cos θ∗

= F0
3
4

sin2 θ∗ + FL
3
8

(1 − cos θ∗)2 + FR
3
8

(1 + cos θ∗)2,

where θ∗ is defined as the angle between the momentum of the charged lepton on the W boson rest
frame and that of the W boson on the top quark rest frame. The angle θ∗ in one top quark decay can



be reconstructed by measuring the momentum of the b-quark, charged lepton and neutrino from the
top quark.

In this study, proton-proton collision data of 1.04 fb−1 accumulated with the ATLAS detector is
used. The analysis focuses on the di-lepton final state in which high purity top quark samples can be
prepared from 109 larger background thanks to the signature of the two charged leptons.

The signature of the charged leptons with high energy is important not only for the cos θ∗ mea-
surement but also for event trigger of the data acquisition. The existence of such object can be used to
reject enormous QCD background events in hadron collisions and the performance of charged lepton
trigger is essential. The muon trigger system is established systematially during the commissioning
period, and the evaluation of the muon reconstruction performance is done.

Concerning the tt̄ event reconstruction, the two neutrinos in the event are also important. This
analysis establishes method that can reconstruct all the decay products of the two top quark with
keeping the kinematical information. By applying the method on the selected events, the W boson
polarization fraction is measured from θ∗(in practical, cos θ∗) distribution and the result is

F0 = 0.920 ± 0.095(stat.) ± 0.104(syst.)
FL = 0.172 ± 0.063(stat.) ± 0.074(syst.)
FR = −0.092 ± 0.046(stat.) ± 0.057(syst.).

The background is lowered to almost negligible level as expected, and the uncertainty from the back-
ground contribution is less than 0.01. The result is consistent with the SM expectation, for example,
FR is consistent with zero. Also it is consistent with other W boson polarization measurement in the
ATLAS experiment.

This analysis is the first measurement of the W boson polarization in the top quark decay in
proton-proton collisions at a center of mass energy of 7 TeV. Following the inclusive cross section
measurement, this is a more precise measurement by focusing on kinematical variables and the results
is consistent with the SM with its uncertainty. In addition to the method to reconstruct tt̄ with the di-
lepton final state, this study provides the validity of the tt̄ production and decay modeling for the future
analyses related to the tt̄ di-lepton or di-lepton-like signatures such as a fourth-generation quark t′ and
the charged Higgs boson decays.
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Chapter 1

Theoretical background

1.1 The standard model and the top quark
The Standard Model (SM) is a framework based on the quantum field theory, gauge invariance and
the Higgs mechanism. In the quantum field theory, all the particles are regarded as excitation state of
the corresponding fields. The gauge invariance and the Higgs mechanism introduce interactions and
masses as written below.

1.1.1 Quarks and leptons
Discovered elementary fermions categorized as quarks ui, di and and leptons νi, ℓi (i = 1, 2, 3). The
difference between them is that quarks have color charges(red, blue and green). They are furthermore
categorized into further according to their chirality left (L) or right (R), and electromagnetic charges
Q. Table 1.1 summarize the categorization and their names. The reputation of the structure by index
i is called generation.

First Second Third
Q weak charge

generation generation generation

quark

( u(up)
d(down)

)
L

( c(charm)
s(strange)

)
L

( t(top)
b(bottom)

)
L

2/3 1/2 + 2/3 sin2 θW

-1/3 -1/2 - 1/3 sin2 θW

uR cR tR 2/3 2/3 sin2 θW

dR sR bR -1/3 -1/3 sin2 θW

lepton

(
νe(e−neutrino)

e(electron)

)
L

(
νµ(µ−neutrino)

µ(muon)

)
L

(
ντ(τ−neutrino)

τ(tau)

)
L

0 1/2
-1 −1/2 − sin2 θW

eR µR τR -1 − sin2 θW

Table 1.1: The categorization of the fermions. The left handed particles form doublets. θW is the
Weinberg angle. The color triplet of quarks is omitted in this table.
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gauge boson corresponding charge

electroweak
electromagnetic photon (γ) electromagnetic charge

weak
W boson hyper charge
Z boson weak charge

strong gluon (g) color

Table 1.2: The gauge bosons in the SM and corresponding force and charge.

e µ τ u d c s t b W Z

M
as

s(
M

eV
)

1

10

210

310

410

510

Figure 1.1: The masses of the elementary particles [1]. Masses of the neutrinos are < 2 eV.

1.1.2 Gauge bosons
The forces, propagated by the gauge bosons with spin 1, are introduced naturally from the principle
of the gauge invariance under SU(3)C×SU(2)W×U(1)Y transformation. Table 1.2 summarizes the
relation between the symmetry, gauge boson and the charges to which the gauge boson couple. Gauge
boson related to SU(3)C is gluon, and couples to color triplets of quarks. The counterpart of SU(2)L
and U(1)Y are mixed and form W±/Z bosons and photon γ that correspond to the weak interaction and
electromagnetic interaction respectively. As the result of the mixture, the W boson does interact only
with particles with chirality left.

1.1.3 The Higgs mechanism
Observed quarks and W±,Z bosons have masses. The principle of the gauge invariance, however,
prohibits them from having their masses in the SM. Instead, the SM introduces the Higgs field, which
is a doublet of scalar complex fields, and quarks and W±,Z bosons couple to the Higgs field. The
Higgs field has a special potential and its vacuum expectation value has non-zero value of 246 GeV.
Here, the coupling between quarks, W±, Z bosons and the vacuum of the Higgs field plays as their
masses. Figure 1.1 shows the masses of the elementary particles. Three out of four degrees of freedom
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are used for the redefinition of the W±,Z bosons here, and the one is left as a physical object, that is
the Higgs particle. It is worth mentioning that the mass is only the parameter to distinguish particles
in different generations. In other words, the coupling of fermions with the Higgs field introduces the
generation structure into the model.

1.1.4 Unsettled issues in the SM, and the top quark
Although the SM succeeded to explain observed results to a great extent, it has also some difficulties.
For example, from the point of view of forces, the SM does not include gravity. While it unites
the electromagnetic and weak interaction as electroweak interaction at energy scale of 100 GeV,
the unification of strong interaction is not achieved in the theory. On top of that, the unification is
expected to be around the GUT scale ∼ 1015 GeV. Here the interval between it and the electroweak
scale is needed to be explained, which is so-called hierarchy problem. From the point of view of
unnaturalness of the theory, the SM explains Higgs mass of 126 GeV as the result of a cancellation
of large intrinsic Higgs mass of scale O(1019) GeV and also large quantum correction to it of scale
O(1019) GeV, so-called fine-tuning problem.

Aiming at conquering them, various theoretical models such as suppersymmetry have been pro-
posed, which result in introduction of new particles. But no new particle out of the SM has been
discovered so far.

Some particles in these proposed theories are expected to be heavy, O(100) GeV or grater, and
searches for these particles need high energy colliders such as the Large Hadron Collider(LHC) in
order to create them artificially. The LHC has started proton-proton collision with center of mass
energy of 7 TeV, and the high statistics of the accumulated data with the ATLAS detector enables to
explore new energy regions.

On the other hand, the candidate of the Higgs particle, that had been only the undiscovered particle
in the SM, is discovered [2] [3]. There are two points to be clear : one is the understanding of the
particle itself, the other is that of the mechanism. As to the later, the top quark is one of the interesting
subjects. While the top quark obtains its mass by the Higgs mechanism as all the other quarks do, its
mass of 173.2 ± 0.9 GeV [4] is much heavier than that of other quarks, which is not explained in the
SM. Furthermore, the mass is at the same enrgy scale as the vacuum expectation value of the Higgs
filds after the symmetry breaking. From these points, the top quark can be expected to play important
role in the Higgs mechanism.

In addition, in order to claim the existence of any new particle, detail understanding of the known
particles, especially the top quark, are unavoidable. The top quark decays to one W boson and one b
quark almost exclusively, and the W boson to a pair of quarks or leptons. Due to the large mass of the
top quark, thees particles obtain large energies. Especially, high energy charged leptons and apparent
imbalance of momentum due to undetectable neutrinos in the decay are also important signature in
searches of heavy particles expected in proposed theories beyond the SM.
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Proton
W boson

Weak interaction

Hard scattering of partons

HadronizationParton shower

hadrons

Fi(x)

Fj(x)Proton

top quark pair
cross section

top quark decay

Figure 1.2: A scheme of physics processes in the top quark production and decay. A hard process
occurs as collision of partons which distribute in protons with PDF Fi(x), and top quark pair is pro-
duced. The produced two top quarks decay into W bosons and bottom quarks each through the weak
interaction. The bottom quarks undergo parton showering which is chains of parton emissions, and
hadronize.

1.2 The top quark pair production and decay in the LHC

1.2.1 Theoretical view
The main top quark production process in the LHC is top quark pair production. As Figure 1.2
shows, the production and decay process are understood as the integration of knowledge on the proton
composition, quantum chromodynamics(QCD), the weak interaction, and radiation and hadronization
of quark and gluons, as described below.

Parton model and Parton Distribution Function

High energy collisions of protons are treated as the parton model. This model regards protons as
composites of valence quarks, sea quarks and gluons, which are called partons. The valence quarks,
which consist of two up-quarks and one down-quark, determine the quantum number of protons. Each
parton in a proton carries some fraction x of the total proton energy (0 < x < 1). A parton distribution
function (PDF) describes the fraction distribution of the partons. Figure 1.3 shows an example of the
PDF. In QCD calculation, splitting of a parton into other partons ( q→ qg, g→ gg, g→ qq̄ ) appears.
Since the effect can be regarded as an effective modification of the PDF, the PDF is defined including
this effect. It is defined at some energy scale (usually at the order of 1 GeV), and is extrapolated to the
energy scale of the physics of interest which is called renormalization scale µR. The extrapolation is
done by following the DGLAP evolution equation that takes into accout the partons splitting and also
the running of the coupling strength of the strong interaction in accordance with energy scale. Also,
in high oder of QCD calculation of some hard process, soft contribution that can change the type of
partons appears. Since it also works as effective modification of the PDF, the soft term is cut off from
the calculation and is incluced in the PDF definition. This is called factorization and its energy scale
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Figure 1.3: An example of parton distribution function at µ(Q) = 100 GeV (calculation of
CTEQ6M [5]).

q

q̄

t

t̄

g

g

t

t̄

g

g

t

t̄

g

g

t

t̄

Figure 1.4: Leading order diagram of the top quark pair production [6].

is called factrization scale µF .
In the collision of protons, hard interactions occur in the parton level. One parton i from one

proton and another j from the other proton contribute the top quark pair production. The cross section
of such process can be written as σ̂i j→tt̄(ŝ, µF , µR) where ŝ is the total energy in the parton interaction,
The total cross section of the top quark pair is integration of σ̂ over the combination of partons :

σtt̄ =
∑

i, j=q,q̄,g

∫
dxidx jFi(xi, µF)F j(x j, µF)σ̂i j→tt̄(ŝ, µF , µR) (1.1)

where xi, j are the energy fraction of the parton i, j, and Fi, j is the PDF for the partons i, j. The leading
order processes of the top quark pair production in a hadron collider are gg → tt̄ and qq → tt̄ as
Figure 1.4 shows. In the LHC with

√
s = 7 TeV, the contribution from gg account for 80% of the

total. This is because the contribution of the gluons in the PDF is large at x > 0.05 which is the
typical threshold value for the top quark pair production. A theoretical expectation of the next-to-next
leading order calculation is 164.6+11.4

−15.7 pb.

The top quark decay via the weak interaction

The top quark decay is induced by only the weak interaction. Produced top quarks by strong interac-
tion is represented by the superposition of the weak interaction eigenstate, and , as the results, the La-
grangian that is related to the top quark decay is written with Cabbibo-Kobayashi-Masukawa(CKM)
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matrix as
L = gW√

2

(
Vtdd̄Lγ

µWµtL + Vts s̄Lγ
µWµtL + Vtbb̄Lγ

µWµtL

)
+ h.c. (1.2)

Here |Vtb| ≫ |Vtd|, |Vts| and the top quark decays into a bottom quark and a W boson in 99.8% 1.
Furthermore, its decay width is 1.46 GeV which is much larger than the energy scale of QCD.

and, it decays before it forms any hadrons unlike other quarks, which means its decay can be treated
as that of free quark.

The W boson decay and categorization of the top quark pair decay

The W+ (W−) boson can decay into a pair of {uL, d̄L}, {cL, s̄L} or {ℓ̄L, νL} (their charge conjugate for
W−), and its branching ratio is [1]

• W → quarks : 67.6 ± 0.27 %

• W → eνe : 10.75 ± 0.13 %

• W → µνµ : 10.57 ± 0.15 %

• W → τντ : 11.25 ± 0.20 %

The top quark pair has two W bosons in its intermediate states, and the final state can be cate-
gorized based on the decay producets of the W bosons, which are characterized by the number of
charged leptons (only e and µ are considered).

• single-lepton : One W boson decays into leptons, and the other to hadrons. This accounts for
34.4% of all the top quark pair decay.

• di-lepton : Both W bosons decay into leptons. 6.5% of the total.

• full hadronic : Both W bosons decay into hadrons. 45.5% of the total

In addition to them, W can decay into τ. leptonic decay of τ→ e, µ are included into the single-lepton
and di-lepton channels. Other channels where τ decaying into hadrons belong to another category.

Parton showering and hadronization

Generated quarks from a top quark or a W boson may emit gluons and the gluons can also emit
gluons and quarks, and they forms some hadrons in the final state. This can be handled with two
steps theoretically. The parton showering model treats such repetition of generation with a splitting
function derived from the QCD. The hadronization model transforms gluons into quark pairs, and
makes hadrons from the quarks.

1In the world average [1], the absolute values of the CKM matrix elements are|Vud | |Vus| |Vub|
|Vcb| |Vcs| |Vcb|
|Vtb| |Vts| |Vtb|

 =
0.97427 ± 0.00015 0.22534 ± 0.00065 0.00351+0.00015

−0.00014
0.22520 ± 0.00065 0.97344 ± 0.00016 0.0412+0.0011

−0.0005
0.00867+0.00029

−0.0003 0.0404+0.0011
−0.0005 0.999146+0.000021

−0.000046

 (1.3)
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Figure 1.5: Results of the top quark cross section measurements in the ATLAS experiment.

These steps determine the distribution of the hadrons in the final state. The theoretical expectation
can be compared to experiments quantitatively by comparing the distribution of directional particle
flows from energetic partons, so-called jets. The jets are treated as one kind of physics objects as
described in section 2.4.5.

1.2.2 Measurement of the top quark pair production cross section
One of the basic quantities of the top quark is the cross section of the top quark pair production. The
ATLAS experiment has measured it with various final states as shown in Figure 1.5. Their combined
result of σtt̄ = 173.3 ± 2.3(stat.) ± 7.6(syst.) ± 6.3(lumi.) pb [7] is consistent with the theoretical
expectation of 164.6+11.4

−15.7 pb.
The measurements, however, just count the number of events after some event selections. That

means they have treated the various steps as shown in Figure 1.2 inclusively. More precise measure-
ments can be achieved by looking into the process of the productions and decays exclusively.

1.3 The W boson polarization and the top quark decay vertex
Wtb in the SM

The W boson polarization measurement in the top quark decay is important from the point that it
directly related to the interaction in the top quark decay. In the top quark decay, there are three types
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of decay from the point of view of the W boson polarization as shown in Figure 1.6. In this document,
the fraction FL,R,0 are defined as

FL,R,0 =
ΓL,R,0(t → Wb)
Γtotal(t → Wb)

, (Γtotal = ΓL + ΓR + Γ0, FL + FR + F0 = 1) (1.4)

where Γ is total or partial decay width of the top quark, and L,R and 0 stand for the W boson polariza-
tion of left-, right-handed and longitudinal along the direction of its momentum in the top quark rest
frame. In the SM, the top quark decays into a W boson and a b-quark almost exclusively (∼ 99.8%),
with V-A weak interaction.

In the leading order calculation with bottom quark massless limit (mb → 0), the each decay width
is

Γ0(t → Wb) =
g2

64π
|Vtb|2

m3
t

m2
W

(
1 −

m2
W

m2
t

)2
(1.5)

ΓL(t → Wb) =
g2

32π
|Vtb|2mt

(
1 −

m2
W

m2
t

)2
(1.6)

ΓR(t → Wb) =0 (1.7)

and the polarization fraction is

F0 =
m2

t

2m2
W + m2

t
(1.8)

FL =
2m2

W

2m2
W + m2

t
(1.9)

FR =0 (1.10)

Here, FR = 0 is one consequence of the V-A interaction and the ratio of F0 to FL is determined only
by their masses and m2

t /2m2
W .

According to a next-to-next leading order calculation [8], the W boson polarization fractions in
the SM are

F0 = 0.687 ± 5 FL = 0.311 ± 5 FR = 0.0017 ± 1 (1.11)

where mt = 172.8 ± 1.3 GeV, mW = 80.401 ± 31 GeV and mb = 4.8 GeV are assumed. As the result
of V-A interaction, the FR is strongly suppressed and its deviation from zero stands for the existence
of new physics. The ratio of F0 to FL is determined by the ratio of m2

t : m2
W in the leading order with

mb → 0 limit.
The CDF and D0 experiments have reported a combined result using proton and anti-proton colli-

sion data of 2.7 - 5.4 fb−1 in the center of mass energy of 1.96 TeV brought by the Tevatron accelerator
[9] (FL = 1 − F0 − FR):

F0 = 0.722 ± ±0.062(stat.) ± 0.052(syst.)
FR = −0.033 ± ±0.034(stat.) ± 0.031(syst.)

(1.12)
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Figure 1.6: The three types of the top quark decay based on the W boson polarization
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Figure 1.7: (left) The angle θ∗ is defined as the supplementary angle of the one between momenta
of the charged lepton or down-type quarks from the W boson and the bottom quark on W boson rest
frame. (right) The cos θ∗ distribution from the W boson with each polarization and the SM prediction.

and it is consistent with the SM expectation.
The W boson polarization can be measured experimentally by charged lepton emission angle

distribution in the leptonic decay of the top quark :t → Wb→ lνb. If θ∗ is defined, as shown in Figure
1.7(left), as the angle between the momentum of the charged lepton on the W boson rest frame and
that of the W boson on the top quark rest frame, the distribution is

1
N

dN
d cos θ∗

= F0
3
4

sin2 θ∗ + FL
3
8

(1 − cos θ∗)2 + FR
3
8

(1 + cos θ∗)2.

The angle θ∗ in one top quark decay can be reconstructed by measuring the momentum of b-quark,
charged lepton and neutrino from the top quark.

Figure 1.7(right) shows the cos θ∗ distribution in the SM. The suppression of FR is one of the
consequence of the V-A weak interaction, and the ratio between FL and F0 is mainly determined by
the masses of the top quark and the W boson.

1.4 Generalized Wtb vertex and W boson polarization
Apart from the SM, generalized interaction of the Wtb vertex is

Leff =t̄γµ(VLPL + VRPR)bWµ

+ t̄iσµνpWν(gLPL + gRPR)bWµ + Hermite conjugate
(1.13)
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Figure 1.8: VR(left), gL(middle), gL(right) dependence of the W boson polarization fraction. The
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Figure 1.9: An example diagram that contribute to the top quark decay vertex in the Minimal Super-
symmetric Standard Model.

where PL =
1
2 (1 − γ5) and PR =

1
2 (1 + γ5), VL,R and gL,R are parameters. The four terms represent the

decays from a top quark to a bottom quark with each chirality :

• VL : tL → bL

• VR : tR → bR

• gL : tL → bR

• gR : tR → bL

Setting VL = 1 and VR = gL = gR = 0, it is identical to the SM Lagrangian, equation (1.2) ( in the limit
of Vtb → 1,Vts,Vtd → 0). The combinations of the parameters in which only one of them is no-zero
and the derived W boson polarization from the combinations are

• (VL,VR, gL, gR) = (0, 1, 0, 0)→ (F0, FL, FR) = (0.70, 0.00, 0.30)

• (VL,VR, gL, gR) = (0, 0, 1, 0)→ (F0, FL, FR) = (0.10, 0.01, 0.90)

• (VL,VR, gL, gR) = (0, 0, 0, 1)→ (F0, FL, FR) = (0.10, 0.90, 0.01)
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in the tree level calculation with mt = 172.5,mW = 80.4,mb = 4.2 GeV. Figure 1.8 shows how the
fractions evolve as the parameters VR, gL, gR increase/decrease, based on the calculation in [10].

In case some new particles that contribute to the top quark decay exist, deviation of the effective
Lagrangian parameter {VL,VR, gL, gR} from the values of the SM can be seen. Figure 1.9 shows one
example in the Minimal Supersymmetric Standard Model, and the deviation of the parameter can be
0.05 % in Re(gR) [11]. By measuring the parameter of the effective Lagrangian, new physics search
in a model-independent way is possible.
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Chapter 2

The LHC-ATLAS experiment

2.1 The LHC accelerator
The Large Hadron Collider (LHC) collides protons with 7 TeV center of mass energy, which provides
enough energy to provide top quark pair production with large statistics.

The LHC complex consists of a pre-injector complex and the LHC main rings as Figure 2.1 shows.
The LINAC2 is a duoplasmatron and produces ionized protons (H+) from hydrogen gas, and boost
them to 50 MeV. The produced proton beam is accelerated by the Booster, Proton Synchrotron(PS)
and Super Proton Synchrotron(SPS) to 1.4, 25 and 450 GeV step-by-step. The two LHC rings are
for protons turning around clockwise and counter-clockwise. The rings has a radio frequency (RF)
of a 400MHz superconductivity cavity system for beam acceleration up to 3.5 TeV(in 2011 run. In
designed, 7 TeV.), and 1232 di-pole superconductivity magnets with 8.33T magnetic field for beam
circulation. In the protons collisions with 7 TeV center of mass energy, the top quark pair production
cross section is 164.6+11.4

−15.7 pb (the top quark pair) which is more than twenty times larger than that
in the Tevatron accelerator(～ 7pb, the top quark pair). There are four interaction points and one of
them is for the ATLAS experiment.

The LHC is designed to receive bunches from SPS and put them in every ten “buckets”(=40MHz)
and the LHC has 3546 “bunch spaces”. The bunch spaces are not fully filled due to its injection
scheme. The LHC rings are filled by twelve injections of the SPS, and the SPS is filled by three to
four injections by the PS. There is a dead time in these injection, due to rising time of bunch kicker
magnet. Also, some bunch spaces in the LHC ring are need to be kept empty for rising time of dump
kicker magnet. Figure 2.2 shows the rising time of the LHC kicker magnet that takes < 3µs to be
stabilized. These facts determine the maximum filling pattern of the LHC as Figure 2.3 shows. In the
2011 run, 1380 bunches are filled in each ring, that is the half of the maximum filling scheme, and
collisions are occurred every 50 ns.

High instantaneous luminosity L is essential for high statistics data. The number of events of a
particular process Nevent is proportional to its cross section σevent and the integrated luminosity :

Nevent = σevent

∫
dtL. (2.1)
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The instantaneous luminosity can be described as

L =
n1n2nb frevγ

2πσ∗β∗
F (2.2)

where n1, n2 are the number of protons in a group of protons called a bunch in each ring, σ∗ is
normalized emittance of the beams and γ is the Lorentz factor. The parameter β∗ and σ∗ describe how
small the beams are at the interaction point. nb is the number of the colliding bunch pairs, and frev

is the machine revolution frequency (∼11kHz). F stands for geometric luminosity reduction due to
collision with non-zero crossing angle of the beams (120 µrad). Concerning these parameters, there
are experimental limits. One of them is the beam-beam limit that collisions with parameter ξ larger
than 0.015 is not stable, where the parameter ξ is defined as

ξ =
nbrp

4πσ∗
NIP (2.3)

where rp is the classical proton radius, NIP is the number of interaction point of the accelerator. For σ∗

which is a typical geometrical limit of the emittance in the LHC, the limit on the number of protons
in one bunch is 1.15 × 1011. In the run in 2011, the maximum number of protons in one bunch is
1.49 × 1011, and minimum emittance is 2.6 µm. The maximum peak luminosity reached at 3.6 × 1033

cm−2s−1.
In addition to the instantaneous luminosity, life time τ of beam is also important for studies with

high statistics. The number of protons in the beams decrease due to collisions (τnucl = 44.85 h),
scattering in the beam (intra-beam scattering, τIBS = 100 h) and collisions with gas in the rings (τgas

= 80 h). In total, typical life time (the time required to reach 1/e of the initial luminosity) is about 15
hours.

More detail about the LHC machine can be found in [12].

LINAC 2

TI2 TI8

TT41TT40

TT2

TT10

TT60

ALICE

ATLAS

LHCb

CMS

SPS
BOOSTER

LHC

PS
50 MeV

1.4 GeV

25 GeV

450 GeV

7 TeV

Figure 2.1: An illustration of the LHC complex that consists of LINAC2, Booster, PS, SPS and main
LHC rings.

13



t[µs]

Figure 2.2: The current pulse shape of the LHC kicker(prototype). It takes < 3µs to be stabilized.
The LHC filling scheme must have a margin to wait the kicker become fully operated.

Figure 2.3: LHC maximum fill pattern. The LHC is filled by the SPS, and the SPS is by PS. In the
scheme, dead time due to kicker magnet rising time must be taken into account, and as the results,
filling pattern has several groups of bunches, so-called bunch trains.
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2.2 The ATLAS detector
The proton-proton collision events brought by the LHC are observed by the ATLAS detector. The
components of the detector are roughly categorized into an inner detector, calorimeters and a muon
spectrometer, as Figure 2.4 shows.

Figure 2.4: The ATLAS detector that consists of an inner detector, calorimeters and a muon spec-
trometer. Also solenoid and toroidal magnets are implemented.

The inner detector is allocated in the most inner part of the ATLAS detector, and installed in a
magnetic field of 2 T. It measures momenta of charged tracks from their curvature. Also transition
radiation detector is implemented for electron-pion separation. More detail of the inner detector is
described in section 2.2.1.

In order to measure energy of particles, electromagnetic and hadronic calorimeters are imple-
mented surrounding the inner detector. Electrons are reconstructed from the energy deposits espe-
cially on the electromagnetic calorimeter, associated with reconstructed tracks in the inner detector.
High energy quarks and gluons emerged in hard scattering make directional particle flows, so-called
jets, which are reconstructed from energy deposits on the calorimeters. The calorimeters are summa-
rized in section 2.2.2.

High energy muons can penetrate the calorimeters just loosing energy of ∼3 GeV and reach at the
muon spectrometer outside of the calorimeter. The muon spectrometer measures the muon momenta
from their curvature in toroidal magnetic field. More detail of the muon spectrometer is described in
the section 2.2.3.

In the ATLAS detector, the axes of coordinate are taken as following. The origin is the center of
the detector, interaction point. The z axis is defined along the beam direction and take the direction
of counter-clockwise beam to be positive. The x and y is defined on the transverse plane of the z axis,
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Figure 2.5: A cut-away figure of the ATLAS inner detector

and x towards the center of the LHC ring, and y upward. Angle ϕ is defined on the transverse place as
ϕ = arctan(y/x) and azimuth angle θ is defined with respect to z axis. In the analysis pseudo-rapidity
η ≡ − ln(tan(θ/2)) is often used.

2.2.1 Inner Detector
The inner detector consists of three types detector : Pixel detector, SemiConductor Tracker(SCT) and
Transition Radiation Tracker(TRT). The first two and TRT cover |η| < 2.5 and |η| < 2.0 respectively.
Figure 2.5 and Figure 2.6 are the cut-away figure and the cross section of the inner detector, respec-
tively. All of them has two types : barrel and end-cap. They implemented in the 2T magnetic field in
the direction z by a solenoid magnet, and measure the charged track momentum and charge by detect-
ing their bending trajectory with space-points. Table 2.1 summarizes the precision of the detectors.
The Pixel and SCT provides high precision measurement while TRT provides electron/hadron sepa-
ration by detection of transition radiation, which are discussed in the following sections respectively.

Pixel detector

The Pixel detector are composed by 1744 modules. Figure 2.7 shows one module, which consists of
sensor with 6.08×1.64cm2 active region and control electronics. The “FrontEnd(FE)” are connected
to the sensor with the bump bonding, that also connect them electronically. The sensor module is
an array of bipolar diodes consist of 250µm thick n-bulk. It has 144 columns × 328 rows = 47232
pixels, 90% of them are 382.5×30µm2 and left 582.5×30µm2. Typical operating high voltage is 150V
and can be increased up to 600V against degradation due to long operation. More information can be
found in [13].
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Figure 2.6: Cross section of the ATLAS inner detector

SemiConductor Tracker(SCT)

The SCT uses micro-strip of n-in-p semiconductor of 80 µm pitch, thickness of 285µm. The nominal
operation voltage is 480V. As Figure 2.8 shows, one module consists of two sensors with rotated +20
µrad and -20 µrad around their geometrical center, so that the module has sensitivity to the direction
of the strips. The resolution of the detector is 17 µm in R-ϕ direction and 580 µm in z direction. More
detail is found in [14].

Transition Radiation Tracker(TRT)

TRT is a drift tube tracker with transition radiator, and, in addition to the measurement of charged
particle trajectory, it also performs electron/hadron separation by detecting extra energy deposit due
to transition radiation of electron.

The drift tube tracker consists of a straw of 4mm diameter and 31µm diameter tungsten wire
plated with 0.5-0.7mm gold. In the tube, mixture gas of Xe:CO2:O2=70:27:3 is filled, and gain of the
primary electron in the ionization of charged particles is 2.5×104 with cathode operation at -1530V.

As the transition radiator, polypropylene is used. In the endcap, 15µm thick polypropylene foils
are allocated between radially aligned drift tube layers, as Figure 2.9(left). In the barrel, the tubes are
embedded in a mat of 19µm-diameter polypropylene as Figure 2.9(right) shows.

The energy emission I of a particle with electric charge of ez ( e is elementary electric charge ) at
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Pixel
end-cap 10(R-ϕ), 115(z)
barrel 10(R-ϕ), 115(R)

SCT
barrel 17(R-ϕ), 580(z)

end-cap 17(R-ϕ), 580(R)
TRT

130

Table 2.1: The intrinsic accuracy(µm) of the ATLAS inner detectors.

the boundary of a medium and vacuum is [1]

I = αz2γℏωp/3 (2.4)

where α is the fine structure constant, γ is the Lorentz factor of the particle, ℏ is the Planck constant

and ωP is the plasma frequency of the medium. Here, ℏωP =

√
ρ(in g/cm3)⟨Z/A⟩ × 28.81 eV and

ℏωP ∼ 20 eV for styrene. Due to its Lorentz factor dependence, the probability of transition radiation
emission of electrons is larger than that of hadrons with the same momentum. In order to detecting the
transition radiation, the TRT readout has two thresholds. The lower one is aiming at measurement of
drift time for tracking, and the higher is used for transition radiation. The time that the signal excess
the threshold is counted in the interval of 3ns and it is used in the electron identification, which is
discussed in section 2.4.2.

2.2.2 Calorimeter
Outside of the inner detector, electromagnetic and hadronic calorimeters are installed. Figure 2.10 is
cut-away figure of the ATLAS calorimeters. In total, region up to |η| < 4.9 is covered, which provides
good resolution of missing ET . Figure 2.11 and 2.12 shows the radiation length of the electromag-
netic calorimeter and interaction length of the hadron calorimeter, respectively. The electromagnetic
calorimeter provides more than 22 and 24 radiation length in the barrel and endcap regions. The
hadron calorimeter has about 10 interaction length, which is adequate for energy measurements and
prevention of punch through of hadrons.

Electromagnetic LAr Calorimeter and pre-sampler

The calorimeter consists of 2.2mm thick lead absorber and LAr is filled between the gaps, in the
barrel part that covers region |η| < 1.475 and in the endcap of 1.375 < |η| < 3.2. The absorber is
accordion shape as Figure 2.13. Thanks to this design, the amount of absorber and support structure
is almost uniform in ϕ, and the detector performance is also uniform. The gap between the lead
plates is 2.1mm in the barrel and 0.9-3.1mm in the end-cap. Electrodes for readout and high-voltage
supply are implemented with flexible large size printed boards and are allocated in the center of the
gaps supported by honeycomb spacers. The board consists of three thin copper layers insulated by
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Figure 2.7: An illustration and picture of one module of the Pixel detector

polymide. The two outer layers are for high voltage with typical operating voltage of 2kV for the
barrel and 0.9-2.5kV in the end-cap. The signals are readout from the middle layers via capacitive
coupling.

The ϕ division of the calorimeter readout block is achieved by ganging several electrodes, while
that in η and depth separation are done by etching of the copper layers of the electrodes. More detail
of the electromagnetic LAr calorimeter is in [15](barrel) and [16](end-cap), and in [17] specially for
the electrode.

In region up to |η| < 1.8, another LAr calorimeter, so-called pre-sampler, is implemented in front
of the accordion calorimeter. It aims at correcting energy deposits due to materials in front of the
calorimeter which is shown in Figure 2.14. The depth of the LAr in the pre-sampler is 11mm in the
barrel and 4mm (2mm×2) in the end-cap. More detail is in [18].

The LAr readout hardware had a trouble during the data taking. In 84% of the total integrated
luminosity used in this analysis is affected. Three front-end electronic boards have broken and in-
formation from the region η = [0, 1.4], ϕ = [−0.8, 0.6] were not read out. The malfunction results
in ill-reconstruction of jets and electrons. In the Monte Carlo simulation, the malfunction not imple-
mented. In order to make the same situation in the data and simulation, special treatments are done
in the region. The details are described in section 2.4.2(electron reconstruction) and section 2.4.5(jet
reconstruction).

19



Figure 2.8: A illustration and picture of one module of the SCT detector

Figure 2.9: The structure of the TRT detector, for barrel (left) and end-cap (right).

Hadron tile calorimeter

The Hadron tile calorimeter covers region |η| < 1.7. It is a sampling calorimeter with steal as the
absorber and scintillator as the active medium with ratio by volume of 4.7:1, stacked as Figure 2.15
shows. The signal light is measured by photo multiplier via wave length shift fibers from both side
of each scintillator tile. Three dimensional cell structure is achieved by grouping the fibers. The
grouping in depth is 15, 4.1 and 1.8 interaction length and granularity in δη × δϕ is 0.1×0.1 in the
first two layers and 0.1×0.2 in the last, as Figure 2.16 shows. Between the barrel and extended barrel
region, extra scintillators are implemented which are also drawn in this figure .

Hadron endcap LAr calorimeter

It covers region 1.5< |η| <3.2. It is a sampling calorimeter with copper absorber and LAr active
medium. Figure 2.17 shows its schematic view. The front wheel consists of 24 copper plates with
25mm thick with one 12.5mm front plate, and the rear consists of 16 plates with 50mm with one
25mm thick front plate. The gaps of the plate filled with LAr are all 8.5mm. Three electrodes
are inserted between them dividing the space into 1.8mm×4 as Figure 2.18 shows. The outer two
electrodes are for high voltage, with nominal voltage of 1800V resulting in 430ns drift time. The
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Figure 2.10: A cut-away figure of the ATLAS calorimeter detector

middle one is for read out defining lateral segmentation by etching the electrode(as is done in the
electromagnetic LAr calorimeter). The granularity of δη × δϕ is 0.1×0.1 in |η| < 2.5 and 0.1×0.2 in
|η| > 2.5.

LAr forward calorimeter

The calorimeter covers 3.1 < |η| < 4.9 and consists of three wheels : the first (inner) works as elec-
tromagnetic calorimeter with copper absorber and the last two as hadron calorimeter with tungsten
absorber. They use LAr as the active medium. Figure 2.19 shows x − y cross section of the calorime-
ter(the most inner one). The electrodes are inserted into holes that are oriented parallel to the beam
direction. The length of typical gap, filled by LAr, is about 2 mm.
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Figure 2.11: Radiation length before the EM calorimeter and in each calorimeter layer
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Figure 2.12: Interaction length before calorimeter and in each layers.

Calorimeter signal readout

The calorimeter signal is fed into pre-amplifier and shaper. Figure 2.20 shows an example, of the
signal shape in the electromagnetic LAr calorimeter detector after the shaper with respect to a rectan-
gular input, indicating also sampling intervals of 25ns. In the nominal operation, five points sampling
is used.

One of important tasks of the readout electronics is optimal filtering of input signal in order to
determine energy deposit and timing for each cell. The method fits the normalized nominal signal
shape to the input signal with a χ2 minimization. The fitting quality is also used to reject fake signals
in the jet reconstruction, as described in section 2.4.5. More detail about the filter is found in [19].

On the readout electronics, the level 1 trigger decision is implemented, which is also discussed
related to the electron trigger, in section 2.5.1.
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Figure 2.17: An illustration of LAr hadron calorimeter and its segmentation of the readout.

Figure 2.18: The structure of the LAr forward calorimeter.
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Figure 2.19: The cross section of the LAr forward calorimeter. The circle of RM shows the size of
Moliere radius.

Figure 2.20: An example of the signal shape in the electromagnetic LAr calorimeter.
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Figure 2.21: A cut-away of the muon spectrometer.

2.2.3 Muon Spectrometer
The ATLAS muon spectrometer consists of chambers for the level 1 trigger decision(the TGC and
RPC) and that for precise tracking(the MDT and CSC). Both detector measures muon momentum by
reconstruct tracks bent by the toroidal magnetic field. Figure 2.21 shows cut-away figure of the muon
spectrometer.

Thin Gap Chambers(TGC)

The detector is one of the trigger detector, and covers the region 1.05 < |η| < 2.4(for readout it covers
up to |η| = 2.7). The detector is described in section 3.1.1 in more detail.

Resistive Plate Chambers(RPC)

The trigger detector covers region |η| < 1.05. It performs level 1 trigger decision by detecting muons
with three stations of the RPC detectors allocated as shown in Figure 2.22. The scheme and hardware
implementation of the logic is similar to that of the TGC.

The chamber is a gaseous parallel electrode-plates detector. Two resistive plates of phenolic-
melaminic are allocated with 2mm gaps by spacers. The gap is filled with mixture gas of C2H2F2,
Iso-C4 H10 and SF6 = 94.7:5:0.3. Between the gap, high voltage of 4.9kV/mm is applied, and primary
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Figure 2.22: The allocation of the RPC chambers.

electrons due to charged particles make avalanche. The signal is read out through capacitive coupling
strips with pitch of 23-35mm, as Figure 2.23.

Monitored Drift Tube detector(MDT)

The detector is drift tube chambers with 30mm diameter tubes filled with Ar:CO2=93:7 gas of 3 bar,
and wires of 50 µm tungsten-rhenium with nominal operating voltage of 3080V. Figure 2.24(left)
shows the drift time as a function of the most approaching point of tracks. Figure 2.24(right) shows
the precision of the measurement. Although the resolution is worsen as the irradiation rate increase,
it has track resolution better than 100 µm for tracks of r > 5mm even in the expected worse case of
150Hz/cm2.

The tubes are stacked into layers, typically 6 or 8 layers, and form one chamber. The chambers
are allocated mainly three stations in barrel and end-cap. All the chambers are allocated so that they
has sensitivity in R(η) of the tracks. The ϕ information of the tracks are given by the trigger chambers
as described in muon reconstruction in section 2.4.3.

Cathode Strip Chambers(CSC)

The detector is allocated in 2< |η| < 2.7 of the most inner muon station, where the track count rate
is highest ∼ 150Hz/cm2. It consists of four layers of multi-wire proportional chambers with a node
wires of 2.5mm pitch and two dimensional(η and ϕ) readout strips. The distance between wire and
strips is 2.5mm. With mixture of gas Ar:CO2=80:20 and nominal operation voltage with 1900V,
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Figure 2.23: The RPC chamber structure.

typical gain is 6 × 104. The pitch of the strip is 5.6mm (5.3mm) in η direction and 13mm(21mm) in
ϕ direction in a smaller(larger) type chamber.

The chamber determines the track position with precision of 60 µm by reconstructing the charge
distribution as Figure 2.26 from multiple readout channels and find the center. Also correlation of the
signal heights in η and ϕ readout is utilized.

2.2.4 Solenoid and toroid magnets
The ATLAS detector has a solenoid and toroidal superconductivity magnets for charged particle mo-
mentum measurement.

One Solenoid magnet is aligned so that it produce magnetic field of 2T in z direction for the
particle momentum measurement in the inner detector. Figure 2.27 shows the magnetic field strength
in z and r direction by the magnet.

One barrel solenoid makes magnetic field up to |η| ∼ 1.5 and two endcap magnets cover the regions
beyond. These toroidal magnets are in eight-fold symmetry, and so is the magnetic field. Figure 2.28
shows the field strength by the toroidal magnets in ϕ = 0 and π/8. The region η ∼ 1.5 corresponds to
a gap between the barrel and end-cap magnets.
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Figure 2.24: (left)The MDT drift time. (right)The precision of the MDT.

Figure 2.25: The structure of the CSC detector. “x”-strip is the one that is sensitive to η and “y” is to
ϕ.
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2.3 Monte Carlo simulation and computer modeling of the AT-
LAS detector

Computer simulation of the ATLAS detector is used in order to understand the detector performance
and behavior of physics processes in the detector.

In order to calculate the final states in the proton-proton collisions, it is needed to defined the
initial states, that is, the composition of protons. The composition is not only two up quarks and one
down quark, called valence quarks, but also gluons and other quarks, called sea quarks, which carry
relatively small fractions of energy of protons. And in the collisions of protons with the center of
mass energy of 7 TeV, the collision is needed to be described as the collision of quarks and gluons,
called partons. Parton distribution function (PDF) describes the possibility of quarks and gluons to
bring a fraction x out of the total energy of proton. Here, x is [0,1]. Figure 2.29 shows an example of
parton distribution function. CTEQ66, one of the PDF set, describes the distributions of uv = u − ū,
dv = d− d̄, ū+ d̄, d̄/ū, g and s = (s̄) at a certain energy scale Q0 in the following formats [5] [20] [21]
:

x f (x,Q0) = A0xA1(1 − x)A2eA3 x(1 + eA4 x)A5 (uv, dv, ū + d̄, g) (2.5)

x f (x,Q0) = A0xx1(1 − x)A2 + (1 + A3x)(1 − xA4) (d̄/ū) (2.6)

x f (x,Q0) = A0xA1(1 − x)A2 P(x) (s = s̄) (2.7)

where Ai are parameters for each parton, and P(x) is some smooth function [21]. The parameters
are determined by fitting theoretical expectation based on the PDF to data of deep inelastic scattering
experiments. It is performed in the diagonalized space with respect to correlated uncertainties of the
parameters, and assuming some constraints. Eventually, fitting are done with 22 degrees of freedom,
and CTEQ66 gives the center value and 22 × 2 = 44 sets for uncertainties of each parameter up and
down.

A Monte Carlo generator(MC generator) gives one final state based on the matrix element calcu-
lation with a given initial state according to the PDF. And hadronization of quarks such as a b-quark

Figure 2.29: An example of parton distribution function at Q = 2 GeV (calculation of CTEQ6M [5]).
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from a top quark decay are emulated based on a parton shower model. Table 2.2 summarize the
generators and parton showers used in this analysis.

Process Generator, Parton shower
tt̄ NC@NLO + HERWIG v6.510

Z+jets ALPGEN + HERWIG/Jimmy
di-boson ALPGEN + HERWIG

top quark with W boson MC@NLO + Herwig/Jimmy

Table 2.2: The summary of Monte Carlo generator used in this analysis.

These calculations from the initial state to the final state with hadronization are performed step-by-
step and are recorded so that the chain is fully traceable. This means, in the Monte Carlo simulation,
truth information of particles as of production at the interaction point can be compared to information
reconstructed by the detector.

The emulated interaction is passed to detector simulation by the GEANT4 [22] simulator. It
simulates the interaction of particles with various materials of the ATLAS detector, and the detector
response such as ionization of gas in a detector is digitized. The output of the process is the same as
the one from the real ATLAS detector, and it can be processed by the same software for the real data.

Under the high luminosity condition of the LHC, multiple collisions in one bunch crossing is
expected. With typical condition of the LHC in 2011, the expectation is about ten1. In data, it is
practically impossible to count the number of collision in a particular bunch crossing event. Instead,
the average of the number in some time interval (2 minutes) is calculated from the luminosity mea-
surement. Figure 2.30 shows the distribution. All the interactions except for the hardest one in one
bunch crossing is called pile-up events. In the Monte Carlo simulation, such events are produced with
PYTHIA6 and overlaid onto the main simulated events [23] [24]. Simulation with various number
of interactions (1-20) is prepared, which is also shown in the figure, and each events are re-weighted
according to the distribution in the data.

1The number is obtained by inserting typical values in the 2011 run : n1 = n2 =∼ 1011, γ ∼ 4000, β∗ = 1.0 , σ∗ ∼ 1µm,
for one bunch crossing nb = 1, frev = 1 in to the equation (2.2).

34



Average Interactions per BX

0 5 10 15 20 25

R
ec

or
de

d 
Lu

m
in

os
ity

 (
m

b-
1)

0

5

10

15

20

25

30

35

40

610×

Data

Monte Carlo simulation
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2.4 Object Reconstruction
The analysis targets at di-lepton channel of the top quark pair, tt̄ → W+bW−b̄ → l+ν̄bl−νb̄. The
final state has two charged leptons, two neutrinos, and two bottom quarls associating extra partons.
The ATLAS detector detects and reconstructs them. Figure 2.31 shows the event display of one
typical signal (eµ channel) candidate. The b-quarks from top quark decays make many particles
in parton shower and hadronization, which results in directional particle flows, so-called jets. In
the event display, two localized and large energy deposits on the calorimeter are seen and they are
reconstructed as jets. Especially jets from b-quarks can be identified from flight length of B-hadrons,
which is called b-tagging. Electrons can be reconstructed from the signatures of large energy deposit
on the electromagnetic calorimeter associated with one track. Muons can be identified from the tracks
in the muon spectrometer which is matching to one track in the inner detector. Electrons and muons
in the signal emerge from weak bosons. One of the characteristics of such leptons is that they are
isolated from other particles, while leptons in semi-leptonic decays of hadrons have lots of particles
around them. Two neutrinos are not observed in the detector, but their total transverse momenta is
visible indirectly from unbalance of the transverse momentum in the event. This is called missing
transverse energy, or Emiss

T in short. In the following sections, reconstruction of these objects are
summarized.

2.4.1 Track Reconstruction at the Inner Detector
The tracking in the inner detector is done by two methods. The one is “in-side out” and starting
tracking from the silicon detector hits and extrapolating found track candidates into TRT region.
The other method is “outside-in” which starts from TRT and extrapolates tracks into inside. The
method works well for particles emerges away from the interaction point such as KS decay and photon
conversion γ → e−e+.

The tracking is performed by Hough transformation for rough tracking for outside-in method, and
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Figure 2.31: One signal candidate from data, which leaves clear typical signatures of the eµ channel.
b-quarks are observed as jets that are localized energy deposits on the calorimeter. Bottom-right figure
shows the energy deposits on η-ϕ plane. Looking into tracks associated to each jets as the top right
figure, that in b-quark jets make another vertex apart from the primary one, which is called secondary
vertex. This is the evidence of B-hadron and can be used for b-tagging of the jets. Electron deposit
large energy on the electromagnetic calorimeter associated with one inner detector track, while the
energy does not leak to the hadron calorimeter much. In the top-left figure, inner/outer circle out of
the two stands for the electromagnetic/hadron calorimeter and the histogram heights corresponds to
energy deposits. Muons can penetrate the calorimeter and leave tracks on the inner detector and muon
spectrometer. These leptons from the signal are expected to be isolated, which is clearly seen from the
bottom-left figure. The neutrinos are not directly observed but their total transverse momentum can
be measured from the unbalance of the transverse momentum, which is indicated with dotted-lines on
the figures.
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Figure 2.32: Track reconstruction efficiency of photon conversion tracks with respect to conversion
point. The momentum of gamma is PT = 20GeV. TRT-standalone tracks cover the region beyond
radius of 400mm where inside-out tracks can not support.

Kalman-filter for that of inside-out and also for precise measurement in outside-in method.
Figure 2.32 shows the reconstruction efficiency of photon conversion. The two methods works

complementary and realizes the high efficiency in the wide range.

2.4.2 Electron reconstruction
Reconstruction procedure

Electrons are reconstructed based on energy deposits on the calorimeter and tracks matching to the
deposits.

The reconstruction algorithm searches a cluster on EM calorimeter with energy of more than 2.5
GeV in a scan window of η × ϕ = 0.075 × 0.125, which works for almost 100% for electrons with
ET > 15GeV. And it searches a inner detector track that matches to the cluster. ∆η between the cluster
and track is required to be smaller than 0.05 and ∆ϕ than 0.05 − 0.10.

The energies of the electron candidates are rebuilt with 3 × 7(5 × 5) window in the barrel(endcap)
region, taking into account energy deposit in from of the calorimeter, lateral and longitudinal energy
leakage in the calorimeter. Their directions are determined by the track directions.

The candidates are equired to pass the quality criteria implemented by multi-variate analysis pro-
gram, so-called MVTA, with the input variables summarized in the Table 2.3. Some distributions that
give strong discrimination is shown in Figure 2.33.

Since this analysis is interested in the electrons from W boson, the ones from photon conversions
are needed to be rejected. Photon conversion probability is constant with its energy and its cross
section is given by the formula

σ =
7A

9X0NA

where NA is the Avogadro number, where A is the atomic mass and X0 is the radiation length of the
material. Figure 2.34(left) shows the amount of the material from the interaction point, and Figure
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Figure 2.33: Some typical distributions used in the electron quality selections. (Top) Rhad1,Rη,Weta2

(bottom) wstot, Eratio and the fraction of high threshold hits in the TRT. The definition of them as in
Table 2.3. More details in [25].

2.34(right) shows the conversion probability for a photon with PT = 1 GeV as a function of its flight
length. In η = 1.5, for example, the conversion probability is about 0.6, which is not negligible.

Electrons are identified as ones from photon conversion by searching another electron with which
the electron makes a cross point assuming that they are from a massless particle, photon. The tagged
electrons are rejected from the list of electrons used in this analysis.

Due to the LAr hardware problem mentioned in section 2.2.2, electrons are not well reconstructed
in the region where the electronics boards have broken. In the physics analysis, electrons candidates
reconstructed with some dead cells are rejected. In order to emulate the condition, all reconstructed
electrons in the simulation are checked based on the same hardware conditions as data, and are re-
jected if they are not satisfy the quality check. This special treatment is done for 86% of the simulated
events, that corresponds to the fraction of the data affected by the hardware issue.

Reconstruction efficiency

The reconstruction efficiency is evaluated in both data and Monte Carlo simulation. Such evaluation
needs pure electron samples without bias. Here, tag-and-probe method with Z boson events is used.

In general, the method uses Drell-Yan events that provide high purity leptons by tagging the event
with one of the leptons in the event. For the tag lepton, high purity lepton is used by requiring tight
selection criteria in the reconstruction. And, if needed, it is required that the online trigger in the event
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Figure 2.34: (left) Material in ATLAS detector as a function of |η|. (right) Photon conversion proba-
bility for photons with 1 GeV for different directions. [25]

has fired due to the tag lepton. The other reconstructed lepton, so-called probe lepton, is expected to
be high purity lepton without requiring the tight criteria since they reconstructs the resonance. Also
the probe leptons are trigger-bias free. The probe lepton can be used to estimate the efficiencies of
detection, reconstruction and trigger.

The Z boson decaying into di-electron produces high energy electrons around O(10) GeV and up
to few hundreds GeV, which are just the region which the analysis looks into.

For tag electron, the requirements as described in the previous selection are applied. For probe
electron, clusters before taking matching with tracks are used, since the cluster formation of true
electrons is almost 100% for electrons with ET > 15 GeV.

Figure 2.35 shows the reconstruction efficiencies in data and Monte Carlo simulation. The con-
taminating backgrounds are estimated from a control region that is outside of Z boson mass window
and same charge sign combination(e+e+ and e−e− events). The systematic uncertainties are taken into
account by changing the Z mass region in Mee = [80 : 100], [75 : 105], [85 : 95] and control region
Mee = [60, 120], [58, 122], [62, 118]. Also deviation by changing the identification requirement on
the tag electron are taken into account.

Energy scale and resolution

The reproduction of the energy scale and resolution of reconstructed electron in the Monte Carlo
simulation are tuned based on the Drell-Yan, Z → ee, events.

As the the energy scale, the momentum of the reconstructed electron is scaled by equation

Ecorr
MC =

EMC

1 + α(η)
(2.8)

where α is the correction factor as a function of η, so that the invariant mass distribution of di-electron
reproduce the Z boson mass peak in data. Figure 2.36 shows the estimated α.

As to the resolution, reconstructed momentum in the Monte Carlo simulation is smeared by equa-
tion

Esmear
MC = EMC(1 +Gaus(0, β(η))) (2.9)
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Figure 2.35: The scale factor of electron reconstruction efficiency. “Reco + trk quality” is the one
used in this analysis.

Figure 2.36: Electron energy scale factor α which applied onto the reconstructed electrons in the
Monte Carlo simulation with equation (2.8).

where Gaus is a random number that follows the Gaussian distribution with mean of 0 and sigma of
β. The β is also tuned with Z boson events, and β = 0.1 in |η| < 0.6 and β = 0.15 in the rest region are
obtained.

2.4.3 Muon reconstruction
Reconstruction procedure

In the ATLAS detector, muon tracks are reconstructed independently in the inner detector and muon
spectrometer, and combined. The reconstruction in the inner detector is as section 2.4.1.

The reconstruction in the muon detector starts from R and ϕ direction separately since the MDT
has high precision in R once ϕ information from the MDT and TGC are available. The first tracking
in the R direction is done with the MDT tube resolution. The reconstructed tracks in each direction
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are combined and re-tracking is performed with full-precision of the MDT with ϕ information.
The reconstructed muon tracks in the muon spectrometer are extrapolated toward the interaction

point. It is done taking into account the energy deposit during passing through the detector, which
typically accounts for 3 GeV.

The matching with track reconstructed in the inner detector is done based on the χ2 fitting of the
track parameter.

Combined tracks are required to pass quality selection criteria summarized in Table 2.4.

Reconstruction efficiency

The muon reconstruction efficiency is evaluated in data and Monte Carlo simulation, with the tag-
and-probe method which is also used for the estimation for electron in section 2.4.2. The track
reconstruction efficiencies in the inner detector and muon spectrometer are evaluated individually,
and they are combined. This is possible by using inner detector tracks in order to look into the
performance of track reconstruction in the muon spectrometer, and vice versa, since the muon tracks
are reconstructed independently. Table 2.5 summarize the requirements on the tag and combined
muons, and matching between tracks of the inner detector and muon spectrometer.

Figure 2.37 shows the inner detector track reconstruction efficiency, and Figure 2.38 shows com-
bined muon reconstruction efficiency.
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Figure 2.37: The muon reconstruction efficiency in the inner detector. [26]

Momentum scale and resolution

Muon momentum scale and resolution in the Monte Carlo simulation have been tuned with Z boson
events, as done for electrons in section 2.4.2. A detail description of the procedure in early phase(data
in 2010) is summarized in section 3.2.1.

The scale factor α is defined
PMC,scaled

T = αPMC,measured
T (2.10)

and evaluated results are in Table 2.6. They are all close to 1.
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Figure 2.38: The muon reconstruction efficiency as combined muons in each detector region(left), in
PT (middle) and in η(right). [26]

As to muon momentum resolution, it is divided into two components of resolution in the inner
detector and muon spectrometer since the resolutions are determined their combination.

The reconstruction resolutions in data and the Monte Carlo simulation is parameterized. The
resolution in the muon spectrometer are parameterized with an equation :

σMS/P =
pMS

0

PT
⊕ pMS

1 ⊕ pMS
2 PT (2.11)

where the parameter pMS
0 , pMS

1 and pMS
2 are the parameter related to the energy loss in the material,

multiple scattering and intrinsic resolution terms, respectively. For the resolution at the inner detector,
two parameterization are adapted in two regions, |η| < 1.9 and |η| > 1.9. The latter is the region beyond
the TRT detector coverage.

σID/P = pID
1 ⊕ pID

2 PT |η| < 1.9 (2.12)

σID/P = pID
1 ⊕ pID

2 PT
1

tan2 θ
|η| > 1.9 (2.13)

The resolution is evaluated in this parameterization in the same technique with the evaluation of
reconstruction efficiency, The difference between data and Monte Carlo simulation is compensated
by smearing the reconstructed muon momentum in the Monte Carlo simulation, muon by muon,
following the equation [27]

Psmear
T = PT

[
1 +

∆(MS)
σ2

MS
+
∆(ID)
σ2

ID

1
σ2

MS
+ 1

σ2
ID

]
(2.14)

Here ∆(MS) and ∆(ID) are

∆(MS) =
∆pMS

0

PT
gMS

0 + ∆pMS
1 gMS

1 + ∆pMS
2 PT gMS

2 (2.15)

∆(ID) = ∆pID
1 gID

1 + ∆pID
2 PT gID

2 |η| < 1.9 (2.16)

∆(ID) = ∆pID
1 gID

1 + ∆pID
2 PT

1
tan2 θ

gID
2 |η| > 1.9 (2.17)

where ∆pi is the difference of parameter pi between data and Monte Carlo simulation, and gi is
randomly chosen number of Gaussian distribution with mean of 0 and standard deviation of 1. Detail
numbers are in [27].
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Figure 2.39: Electron isolation efficiency with respect to η in data and the Monte Carlo simulation.
[28]

2.4.4 Lepton isolation
The analysis is interested in the leptons from the W bosons, and one type of the backgrounds has lep-
tons from semi-leptonic decay of heavy hadrons. The latter leptons tend to have many other particles
around the lepton compared to the former. For the electrons and muons used in this analysis, less
activity around them, so called isolation, is required.

For electrons, total ET in the cone of ∆R = 0.3 except for the electron energy is required to
be less than 3.5 GeV. The isolation criteria for electron is evaluated with the tag-and-probe method,
which is described in section 2.4.2. For the tag electron, reconstructed electrons passing the isolation
criterion is used, and just reconstructed electrons before the isolation requirement is used for the probe
electron, The definition of the Z boson mass window, background control region and the estimation
of systematic uncertainties are the same as 2.4.2. Figure 2.39 shows the evaluated isolation efficiency.

For muons, the variable of energy deposits in the cone of R = 0.3 around the muons are defined as
for electrons(above), and is required to be smaller than 4 GeV. Also, the sum of transverse momenta
of tracks in the cone of R = 0.3 around the muons are required to be smaller than 4 GeV. Furthermore,
muons which has any jet with PT > 20 GeV within the radius of 0.4 around the muons are removed.
The efficiency of the isolation is summarized in section 3.2.3.
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variable description

Rhad1

Ratio of ET in the first layer of the hadronic calorimeter to the one of the EM cluster.
This is used over the range |η| < 0.8 and |η| > 1.37.

Isolated electrons deposit most of their energy at the EM calorimeter
and the leakage to the hadron calorimeter is small compared to

that of hadrons and non-isolated electrons.

Rhad

Ratio of ET in the hadronic calorimeter to the one of the EM cluster.
This is used over the range |η| > 0.8 and |η| < 1.37.

Rη

Ratio of the energy in 3×7 cells to the one in 7×7.
The larger the leakage of energy to η direction is, the smaller the variable is.

Isolated electron tends to deposit its energy locally and Rη tends to be close to 1.

ωη2

Lateral shower width defined as ωη2 ≡
√∑

Eiη
2
i∑

Ei
− (

∑
Eiηi∑
Ei

)2

where Ei is the energy and ηi is the pseudo-rapidity
of i-th cell and the sum is calculated in a window of 3×5 cells.

This definition corresponds to the RMS of cluster η distribution weighted by clusters’ energies.

ωstot

Shower width defined as ωstot =

√∑
Ei(i−imax)∑

Ei
where i runs over all the strips in a window of

∆η × ∆ϕ ≈ 0.0625 × 0.2 and imax is the index of the highest energy strip.
The isolated electron tends to have smaller value compared to the others.

Eratio

Ratio of the energy difference between the largest and second largest energy deposit
to the total in the cluster : Eratio =

Ethe largest−Ethe second largest∑
Ei

.
Isolated electron tends to distribute around 1 and that of hadrons tend to be smaller.

npixel, nSi The number of hits on the pixel and silicon detectors. npixel ≥ 1, nSi ≥ 7 are required.
d0 Impact parameter of the track with respect to the beam spot. d0 < 1 mm is required.

∆η,∆ϕ

∆η(∆ϕ) between the extrapolated track and
the cluster position in the strip layer (in the middle layer)
. Isolated electrons has sharp distributions in both case.

E/p
Ratio of the cluster energy to the momentum of the track.

Electrons are expected to have the ratio close on 1, but others tend to have smaller.

nTRT

The number of hits on the TRT detector.Background electrons tend to have smaller entries
as is the case in npixel, and nSi.

fHT

The fraction of high threshold TRT hits. The variable has strong separation of electron
and hadron as described in section 2.2.1.

nBL The number of hits on Pixel b-layer, which is required to be ≥ 1.

Table 2.3: The variables used in the MVTA of the electron quality selections. Isolated electrons stands
for the ones from the weak bosons, as the discrimination from ones from heavy quarks decay. More
details in [25].

44



detector requirements

Most inner layer

At least one hit on the most inner layer of the pixel detector,
or the extrapolated track of the muon passes through

dead or un-instrumented region of the detector.

Pixel
At least two hits in the pixel detector.

If the track passes through dead region, it is counted as one hit.

SCT
At least six hits in the SCT detector.

If the track passes through dead region, it is counted as one hit.

Silicon detector
The total number of layers of the pixel and SCT detector without hits

must be less than three.

TRT

let the Nhit
TRT be the number of hits on the TRT along the track,

Noutliers
TRT be the one of hits lying in the vicinity of the track

but removed at the final track fitting, and n = Nhit
TRT + Noutliers

TRT , the fllowings are required
|η| < 1.9 : n > 5 and Noutliers

TRT /n < 0.9
|η| >= 1.9 : if n > 5 , Noutliers

TRT /n < 0.9

Table 2.4: The detector hit requirements on the reconstructed muon.

Tag muon
reconstruction combined muon

isolation

∑
Ptrack

T /Ptag muon
T < 0.2

where the numerator is the PT sum of tracks in ∆R < 0.4 around the muon.
muon PT PT > 20 GeV
muon eta |η| < 2.4 ( = in the muon trigger acceptance.)

trigger matching associated to the trigger for which the event taken.
z0 longitudinal distance from the primary vertex |z0| < 10 mm

Probe muon
reconstruction inner detector track or muon spectrometer track

muon PT PT > 20 GeV
muon η |η| < 2.5 ( = the full acceptance of the muon reconstruction)

z0 |z0| < 10 mm, |zprobe
0 − zmuon

0 | < 3 mm .
charge Opposite charge with tag muon

opening angle ∆ϕ(tag, probe) > 2.0
invariant mass |mµµ − mZ | < 10 GeV

Matching between muons in the inner detector and muon spectrometer
∆R ∆R < 0.01

charge same charge.

Table 2.5: The condition required on the tag and probe muon in the reconstruction efficiency estima-
tion.
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region Scale Factor α
|η| < 1.05 0.9997 ± 0.0002

1.05 < |η| < 1.7 0.9999 ± 0.0006
1.7 < |η| < 2.0 0.9990 ± 0.0012
2.0 < |η| < 2.5 1.0013 ± 0.0007

Table 2.6: The scale factor for muon momentum scale in the Monte Carlo simulation

46



2.4.5 Jet reconstruction
Reconstruction procedure

Quarks, including bottom quarks in top quarks decays, are not observed directory but as hadrons due
to the color confinement of the QCD. High energy quarks make directional flows, so-called jets, as the
result of parton shower and hadronization. Since jets are not a physics object like electron or muon,
but a phenomenon, there is ambiguity in its definition. In general, jets are reconstructed by gathering
energy deposits and tracks under some algorithm, Anti-kt algorithm is used for the energy deposits on
calorimeter in this analysis.

In the reconstruction, the energy deposits are gathered as clusters. Here, only the cells with
significant energy deposits compared to noise and their neighbors are considered. The clusters with
more than two peaks are split into smaller clusters so that all the clusters have just one peak.

The Anti-kt algorithm forms jets with the clusters. At the step, clusters are no longer treated as
groups of cells but just objects with momenta. The sort is done based on the distance between clusters
which is defined as2

di j = min(PT
−2
i , PT

−2
j )∆R2 (i, j : indices of the clusters) (2.18)

where PT i is transverse momentum of cluster i, and ∆R is the distance between the two clusters in the
η-ϕ space. Starting from the combination of clusters that gives the shortest distance, if ∆R is smaller
than a certain threshold Rcone size, the two clusters are merged into one. In this analysis, Rcone size = 0.4
is used. If ∆R > Rcone size, the cluster with smaller P−2

T is removed from the cluster list in this step and
treated as one jet. This procedure is repeated until all the clusters are included in jets.

The anti-kt algorithm has following desirable features compared to the other ones.

Infrared safe In general, extra partons with very small energy may emerge in parton showering,
and make clusters with small energy. For the jet reconstruction algorithms, it is desirable that
defined jets does not alter depending on the existence of such radiations, and such algorithms
are called “infrared safe”.

The anti-kt algorithm merge clusters in ascending order of di j, which means clusters with large
energy tends to be merged before ones with small one. Therefore the most of the jet reconstruc-
tion are defined by the energetic clusters and less energetic ones act just like perturbation, and
it is infrared safe.

Collinear safe In the parton shower, the more particles a parton decays into, the less energetic the
each particle is. The division of the momentum to them may fluctuate and the order of cluster
merger is easily swayed. Since jets are defined in order to investigate to the parton shower
development but the kinematics of the original partons emerged in the hard scattering, it is
desirable that algorithms construct the same jet regardless how many particles a parton decays
into, which is called collinear safe. Since anti-kt algorithm gather clusters in the radius of R as
mentioned in “passive area” above, and it has this desirable feature.

2The point of the anti-kt algorithm is the definition of the distance. For example, the Cam/Aachen algorithm uses just
∆R and the kt algorithm uses P2

T instead of P−2
T . Historically, the anti-kt is derivation of kt. The abbreviation “kt” stands

for transverse momentum and equivalent to PT in this document.
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Figure 2.40: Constructed jets with anti-kt algorithm. A group of cells with the same color corresponds
to one jets.

Passive area Passive area of a jet is defined as area where one test cluster with negligibly small en-
ergy, so-called “ghost cluster”, is merged into the jet. The passive area of anti-kt jet is πR2

cone size,
that is the jets collect clusters within the radius of Rcone size.

Active area Active area A of a jet is defined as effective region, when ghost clusters distributes evenly
in the η-ϕ space, calculated from the number of ghost clusters merged into the jets(Nghosts) and
ghost clusters density(ν) : A = Nghosts/ν. The area of anti-kt jets is also πR2

cone size, and it
corresponds to the color region in Figure 2.40.

Due to the hardware in the LAr detector mentioned in section2.2.2, jet reconstruction quality is
worsen in the effected region. In this analysis, the events with jet with PT > 20 GeV, in the region are
vetoed.

Energy and direction calibration

The energy and direction of reconstructed jets are calibrated.
The overestimate of energy due to pile-up events are taken into account as a function of the number

of vertexes. Figure 2.41 shows the correction.
In the reconstruction, the jet directions is defined with respect to the interaction point. At this step,

the kinematics variables are re-calculated with respect to the primary vertex. This does not change
energies of jets much but improved their angular resolution in < 1%.

Next, the reconstructed jets energy is translated into the “truth” jet, which is an object defined by
performing the anti-kt algorithm on the truth particles with lifetime longer than 10 ps in the Monte
Carlo simulation. The response function R which is defined as

R =
E jet

recon

E jet
truth

(2.19)

is evaluated as Figure 2.42 shows.
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Figure 2.41: The correction of pileup effect on the jet energy by cell tower level with respect to the
events of NPV = 1.

Finally, biased on η of jets is calibrated, which emerge due to ununiformity of the calorimeter
active region in η direction due to the detector structure. Regions with dead material tend to obtain
smaller visible energy deposits compared to well-implemented region. The energy calibration works
stronger on the cell with large energy deposits, and η of reconstructed jets tend to be swayed toward
the region. Figure 2.43 shows the amount of the calibration.

Uncertainty on the energy scale

The jet energy scale is verified with jets, each of which one single track is associated with, by
comapring jet energy to the momentum of the track. The unncertainty on the energy scale comes
from several components.

One is non-closure of the jet energy scale calibration. The reconstructed jets are calibrated as
above, the response of reconstructed jets, however, still are not unity, especially for lower PT jets as
Figure 2.44 shows. This is caused because the same correction scale factor is applied on the jet energy
and momentum. The discrepancy from the unity is taken account to as a systematic uncertainty.

There is uncertainty from the understanding of the detector. The proto type of the ATLAS detector
is tested with test-beam in 2004, and the detector response with respect to particles with energy of 20-
350 GeV is obtained. And uncertainty on the measurement is taken into account the jet measurement.

The noise modeling in the calorimeter is taken into account by changing the noise fluctuation in
the Monte Carlo simulation based on the data observation.

The precise measurement of effect of dead material is studied, for example, with single isolated
track events [29]. The measurement, however, uses reconstructed inner track and dead region of
inner detector tracking can not be tested. In order to take into account it, the special Monte Carlo
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Figure 2.43: Jet η calibration after jet energy correction.

simulation with the dead material in the inner detector is modified by 5% is prepared and its effect on
the jet reconstruction is evaluated.

The difference from Monte Carlo simulation, especially parton showers is evaluated as the dif-
ference between the base sample, PYTHIA Monte Carlo, and ALPGEN+HERWIG+JIMMY. Also
PYTHIA PERUGIA tune [30] is tested, which is independent tune with PYTHIA, and it is known for
a well description of the internal structure of jets.

The Figure 2.45 summarizes the jet energy scale uncertainties coming from these sources.

Momentum resolution

Momentum resolution is evaluated from data with two methods. The first one(di-jet valance) use the
PT balance of di-jet events, assuming the equivalent resolution of the jets in the same detector region.
The soft radiation effect is estimated by extrapolating the third jets momentum PT

3rd → 0.
The other method uses the transverse momentum of the di-jet system P⃗T . The non-zero value of
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Figure 2.44: Jet energy response after the calibration in each region. They are expected to be unity
but slightly away, since the same ccalibration factor is applied for energy and momentum.
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Figure 2.45: Jet energy scale uncertainties in each η region [31].

P⃗T comes from intrinsic effect due to radiation at particle level, σparticle, and calorimeter resolution
σcal. If P⃗T is projected along the axis(η) that bisects the opening angle ∆ϕ between the two jets and
another axis ψ that is orthogonal to η, σparticle contributes on both η and ψ. Meanwhile, σcal does not
contribute on the ψ direction, because the third jets is produced preferential close to one of the high
energy jets. Assuming the equivalent resolution of the two jets in the same detector region,

σ(pt)
pt
=
σ2 calo
ψ − σ2 calo

η√
2pT

√
cos∆ϕ

(2.20)

and the similar equation is applicable for a pair of jets in different detector region.
Figure 2.46 shows the energy resolution measured by the two methods, and they agree within 2-

3% up to pT = 500 GeV. Figure 2.47 shows the uncertainties of the methods and combined uncertainty
in quadrature taking into account their result difference. For di-jet balance method, uncertainties
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Figure 2.47: The uncertainties of the jet energy resolution measurements.

from δϕ cut between the di-jet and soft radiation modeling are considered. For bi-sector method,
momentum threshold of the third jet is taken into account.

Reconstruction efficiency.

The efficiency is evaluated in two steps. It is confirmed that the matching efficiency of track jet to a
calorimeter jet in data is described well by the Monte Carlo simulation. The track jet is reconstructed
with the same algorithm as the calorimeter jet, anti-kt, but not with energy deposit on the calorime-
ter but with track momentum. Since track and calorimeter jets are reconstructed with completely
exclusive detectors, the good agreement of the Monte Carlo simulation to data supports that the jet
reconstruction efficiency estimated in the Monte Carlo simulation is applicable to data.

The matching efficiency is estimated by the tag-and-probe method (the method is described in
section 2.4.2). Di-jet events are tagged with the highest PT calorimeter jet, and another track jet
that makes large opening angle |∆ϕ| > 2.8 with the leading jet. And the matching efficiency of the
track jet to a calorimeter jet is evaluated. Figure 2.48(left) shows the results in data and Monte Carlo
simulation and good agreement is seen.

Calorimeter jets reconstruction efficiency with respect to the truth jet is evaluated in the Monte
Carlo simulation. Figure 2.48(right) shows the results and it reached at plateau of almost 100% around
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Figure 2.48: (left) Jet matching efficiency from track jet to calorimeter jet. (right) Calorimeter jet
reconstruction efficiency with respect to truth jets.

PT = 25 GeV.
The systematic uncertainties on this measurement are evaluated by varying the event selections

in the tag-and-probe method : ∆ϕ cut, and distance threshold for matching between calorimeter and
track jets. And 3% uncertainties is assigned for jets with PT < 30 GeV.

Fake jet removal

In the reconstructed jets, the energy deposits not coming from physics, such as noise and cosmic ray
may contributes. In order to identify such events, following criteria are applied.

Noise burst may happen on hadronic endcap calorimeter(HEC)
Such fake jets can be identified by a large energy fraction on HEC fHEC and poor signal shape
fHEC quality compared to ideal signal shape, which is mentioned in section 2.2.2.

Coherent noise in the electromagnetic calorimeter
It can be identified by a large energy fraction on the calorimeter fEM and signal shape quality
fEM quality, which is mentioned in section 2.2.2.

Accidental cosmic ray
This can be identified by jet “timing” tjet that is defined as a weighted sum of reconstruction
time on each cell tcell by the square of its energy Ecell, numerically, tjet =

∑
cell tcellE2

cell/
∑

cell E2
cell

Also, low fEM can be used to reject cosmic because particles from interactions should leave a
certain fraction of their energy on the first layer of the calorimeter. Furthermore, the energy
fraction of charged tracks associated to a jet with respect to the energy of the jet fCH can be also
used, which rejects fake jets by cosmic rays such that the cosmic muons pass though calorimeter
but not the inner detector.

non-collision background
Threshold to the maximum energy fraction in any calorimeter layer fMAX is set.
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Figure 2.49: Jet selection efficiency by bad jet rejection criteria. “Loose selection” corresponds to the
one used in this analysis, which keeps almost 100% throughout the whole range. The same tendency
was seen in other |η| region too.

The efficiency of these criteria was measured in di-jet event with PT > 20 GeV , and it is found to be
almost 100 % as figure 2.49 shows.

2.4.6 b-tagging of jet
The one of the most important signature of the top quark decay is the existence of b-quark jets. B
hadron has enough long lifetime of O(10−12) second, for example, lifetime of B± is (1.636± 0.011)−12

seconds and cτ = 491µm, so that it may fly a measurable distance before it decays. The identifi-
cation of b-quark jet, so called b-tagging, is based on the flight length of B hadrons. Track of their
daughter particles reconstruct a vertex apart from the primary vertex, so-called secondary vertex, The
b-tagger used in this analysis associates tracks to calorimeter jets, and measures the significance of
the secondary vertex.

Table 2.7 summarize the requirements on tracks to be associated with jets, and the association
condition. Figure 2.50 shows the significance of transverse and longitudinal impact parameters of
each tracks associated each jets. Tracks from heavy quarks tend to have large significance.

This analysis adopts a b-tagger that is combination of two algorithm. The one algorithm uses
the impact parameter significance of the tracks and evaluated probability by comparing to the Monte
Carlo simulation. The other algorithm [32] reconstructs a line and positions of the primary and
secondary vertex on the line with a Kalman filter, and evaluates the significance of the separation
of the point. Figure 2.51 shows the output scores from the two method and their combination. It is
clearly seen that heavy quark jets tend to obtain high score.

Performance of b-tagger must be discussed with efficiency and also light jet rejection power si-
multaneously. The figure 2.52 shows the b-tagger efficiency and rejection power, which are anti-
correlation each other with respect to the threshold on the score. This analysis adopts the threshold
corresponding to 70% b-tagging efficiency point, which corresponds to light jet rejection power of
∼ 100.

The discrepancy in the score distribution between data and the Monte Carlo simulation are com-
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Track quality
on the pixel and SCT detectors at least 7 hits

on the pixel detector at least 2 hits
on the most inner pixel detector at least 1 hits

Track kinematics
PT > 1 GeV

Impact parameter
transverse impact parameter |d0| < 1 mm
longitudinal impact parameter|z0| sin θ < 1.5 mm

track jet association

∆R(jet, track) =
√

(ηjet − ηtrack)2 + (ϕjet − ϕϕ)2
∆R < R where R is threshold varied with jet PT .

e.g. R=0.45 for jets with PT = 20 GeV
e.g. R=0.25 for jets with PT = 150 GeV

Table 2.7: Track quality requirements for b-tagging and association condition with jets
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Figure 2.50: Impact parameter significance d0/σd0(left) and z0/σz0(right).

pensated by applying scale factors on the simulated events, and left discrepancy is taken into account
as systematic uncertainties on the scale factor, as summarized in Table 2.8.

2.4.7 Missing transverse momentum(Emiss
T )

Neutrinos that do only weak interaction escape the ATLAS detector without leaving any trace, which
make apparent non-conservation of momentum. In hadron colliders, thep initial total momentum of
colliding partons along beam axis is unknown and its conservation can not be discussed. Meanwhile
that on the transverse plane is known and it is zero. Here, missing transverse energy is defined with
energy of each visible object projected to x(y)-axis as

Emiss
x(y) = −

(∑
e

Ex(y) +
∑
µ

Ex(y) +
∑
jets

Ex(y) + Ecell−out
x(y)

)
(2.21)

55



IP3D weight
-20 -10 0 10 20 30

N
u

m
b

e
r 

o
f 
je

ts
 /
 0

.6
4

 

1

10

210

310

410

510

610

710

810

-1
 Ldt = 330pb

data 2011

High-performance tagger: IP3D

Pythia Dijet MC : light jets
Pythia Dijet MC : c jets
Pythia Dijet MC : b jets

ATLAS Preliminary

Untuned simulation & jet flavor fractions

IP3D weight
-20 -10 0 10 20 30

d
a

ta
/M

C
 r

a
ti
o

0.5
0.6
0.7
0.8
0.9

1
1.1
1.2
1.3
1.4
1.5

JetFitter weight
-6 -4 -2 0 2 4 6

N
u

m
b

e
r 

o
f 
je

ts
 /
 0

.1
6

 

210

310

410

510

610

710

810

-1
 Ldt = 330pb

data 2011

High-performance tagger:
JetFitter

Pythia Dijet MC : light jets
Pythia Dijet MC : c jets
Pythia Dijet MC : b jets

ATLAS Preliminary

Untuned simulation & jet flavor fractions

JetFitter weight
-6 -4 -2 0 2 4 6

d
a

ta
/M

C
 r

a
ti
o

0.5
0.6
0.7
0.8
0.9

1
1.1
1.2
1.3
1.4
1.5

IP3D+JetFitter weight
-6 -4 -2 0 2 4 6 8

N
u

m
b

e
r 

o
f 
je

ts
 /
 0

.3
2

 

210

310

410

510

610

710

810

-1
 Ldt = 330pb

data 2011

High-performance tagger:
IP3D+JetFitter

Pythia Dijet MC : light jets
Pythia Dijet MC : c jets
Pythia Dijet MC : b jets

ATLAS Preliminary

Untuned simulation & jet flavor fractions

IP3D+JetFitter weight
-6 -4 -2 0 2 4 6 8

d
a

ta
/M

C
 r

a
ti
o

0.7

0.8

0.9
1

1.1

1.2
1.3

Figure 2.51: The distribution of b-tagging scores for the algorithms to be combined (left and middle),
and the one for the combined algorithm(right).

b-tagging efficiency
PT (GeV) Scale Factor

20-30 0.935 ± 0.089
30-60 0.949 ± 0.051
60-90 0.965 ± 0.124

90-140 0.928 ± 0.093
140-200 0.928 ± 0.140

light jet rejection
|η| < 1.2

PT (GeV) Scale Factor
20-25 1.075 ± 0.105
25-40 1.057 ± 0.121
40-60 0.997 ± 0.099
60-90 0.964 ± 0.108

90-140 0.947 ± 0.113
140-200 0.926 ± 0.131
200-300 0.926 ± 0.132
300-500 0.957 ± 0.119

light jet rejection
1.2 < |η| < 2.5

PT (GeV) Scale Factor
20-25 1.075 ± 0.153
25-40 1.210 ± 0.168
40-60 1.060 ± 0.133
60-90 1.047 ± 0.135

90-140 0.952 ± 0.107
140-200 1.024 ± 0.121
200-300 0.986 ± 0.114
300-500 1.087 ± 0.133

Table 2.8: Scale factors for b-tagging efficiency and light jet rejection

where Ex(y) is energy projected to x(y) direction of the object. For electrons and muons, only ones
that passed the selection in section 2.4.2 and 2.4.3 with isolation criteria in section 2.4.4 are used. For
jets, in addition to jets defined in section 2.4.5 jets with 7 < PT < 25 GeV are taken into account as
soft-jets. The Ecell−out

x(y) is the contribution from cells that forms a cluster but not used as physics jets or
soft-jets.

Figure 2.53 shows the distribution of Emiss
T in the data accumulated with a minimum bias trigger,

in which most of the events are just QCD interactions . The distribution of data is well modeled by
Monte Carlo simulation. Figures 2.54 ,left and right show the width of the Emiss

T distribution with
respect to the total sum of transverse energy in the events in data and MC each. Data is taken by the
minimum bias trigger here too. In general, the larger transverse energy is, the larger the fluctuation
is. Fitting a square root function of the total transverse energy, its coefficient is 0.41 in data and 0.43
in the Monte Carlo simulation.
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2.5 Data Acquisition System at ATLAS

2.5.1 ATLAS Trigger System and Lepton Triggers
Efficient data acquisition is the one of the crucial points of experiments. LHC produces proton-
proton collisions with high rate of 40 MHz but the most of them are low QCD interaction, which is
not interesting from the point of view of top quark physics ; the cross section of the total inelastic
scattering calculated with Pythia [33] is 79 mb [34] which is almost 109 times larger than the one of
the top quark pair of 165 pb. Therefor, it is mandatory to screening events before data recording for
the effectual data taking.

The data for the analysis is taken with single electron and muon triggers. The top quark decays
that the analysis targets at contain charged leptons in the final state. The signature of such charged
leptons can be used to distinguish hard collision events from uninteresting events of low energy QCD
interaction.

The trigger system in ATLAS is implemented as three-step decision logic. The first one, called
level 1, makes trigger decision on electronic boards within 2.5 micro seconds and reduced event to
75kHz. For electron the electromagnetic calorimeters processes the one for electrons and the RPC
and TGC detectors for muons as described in detail later. For the events in which a level 1 trigger
fires, the second step trigger, so called level 2, starts to look into the event. In order to achieve
both high-speed decision of 40 micro seconds and efficiency, the level 2 trigger system reads out the
detector information from only the region around which a level 1 trigger fires. At this step, event rate
is reduced to 2 kHz. The final-step trigger, called event filter or EF, perform the similar examination
as the level 2 trigger system but with all the detector information within about 4 seconds. Final event
record rate is around 200 Hz. Figure 2.55 shows the actual trigger rate in year 2011.

time event reduction
Level 1 2.5 µs 40 MHz→75 kHz
Level 2 40 ms →2kHz

Event Filter 4 s →∼ 200 Hz

Table 2.9: Designed trigger computation time and event reduction.

Electron trigger

For electron trigger, about 30% of total trigger rate is allocated [36] with electon/γ triggers, and it is
optimized within the limitation. The threshold is tuned for electron with ET > 14 GeV, and the level
2 and event filter are for ones with ET > 20 GeV.

The electron level 1 trigger algorithm searches peaks of energy deposit in the calorimeter towers
defined as ∆η × ∆ϕ = 0.1 × 0.1 blocks in the EM and hadron calorimeters as Figure 2.56. And the
sum of energy deposits on 2 × 2 towers are required to be local maximum in the EM and hadron
calorimeter each, and to pass an ET threshold.

The electron level 2 trigger performs energy clustering and track matching to the cluster. It is
seeded by the level 1 trigger, and it receives η and ϕ information where the level 1 triggers fire, and
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Figure 2.55: Actual trigger rate of triggers and total in the year 2011 [35]

Figure 2.56: An illustration of calorimeter tower for the electron level 1 trigger.

retrieve detector information in∆η×∆ϕ = 0.4×0.4 around it. In this step, the clustering is performed in
the second layer of the EM calorimeter with full granularity of the detector. The cell with the highest
ET and others in 3×7(∆η × ∆ϕ = 0.075 × 0.175) in |η| < 1.4 and in 5×7( ∆η × ∆ϕ = 0.125 × 0.175)
in 1.4 < |η| < 2.47 around the cell forms a cluster. The level 2 trigger decision uses energy deposit
in hadron calorimeter, shower shape in η direction and energy deposit ratio Eratio like offline electron
identification in the section 2.4.2. Also tracking in the inner detector in the corresponding region is
performed. Unlike offline tracking as summarized in the section 2.4.1, only inside-out tracking is
performed to keep the algorithm fast.

In the event filter, the same reconstruction algorithm is performed in the region, and variables as
listed in the section 2.4.2 are used.

Figure 2.57 shows the trigger efficiency evaluated by the tag-and-probe method (section 2.4.2)
taking into account the systematic uncertainties coming from the requirement of identification of tag
electron, and selection of Z mass window. More detail is summarized in [36] 3.

Muon trigger

The muon trigger used in this analysis is the one of which level 1 is tuned for muons of PT > 10 GeV,
and level 2 and EF for ones of PT > 18 GeV 4.

3In the reference, the trigger used in this analysis is labeled as e20 medium.
4The trigger is called mu18 medium. More detain including its naming schema is summarized in [37].
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Figure 2.57: Electron trigger efficiency with respect to reconstructed electrons as a function of η(left)
and ET (right). The one labeled as e20 medium is the one used in this analysis.

Muon level 1 trigger is fired by the RPC and TGC detectors with logic implemented on hardware.
The RPC three layers are allocated so that the first and third layers surround the toroidal magnets,
and they detect muons passing through the magnetic field with being bent. The RPC measures PT of
the track from the curvature. Meanwhile, the TGC three layers are allocated outside of the magnet
and detect muons after passing through the magnetic field. The TGC measures PT of muons from
displacement of the trajectory from an imaginary track of infinite momentum muon which passes the
same point on the third layer.

The muon level 2 algorithm retrieves MDT hit information around the level 1 trigger. It performs
fast tracking, and calculates the muon PT based on look up table. And it associates the track with
ones reconstructed with the inner detector, and checks if the momentum of the combined track passes
the PT threshold.

In the muon EF, the same track reconstruction is performed in the level 2 trigger region. Tracks
reconstructed by muon detector is extrapolated to the interaction point and muon track parameter
there is obtained. At this step, track matching between tracks at the muon detector and inner detector
is performed in both way, inside-out and outside-in, in parallel.

Trigger efficiency scale factor

The difference between data and the Monte Carlo simulation is compensated by applying scale factors
SFevent on the simulated event. Since the signal of this analysis tt̄ → W+bW−b̄ → l+ν̄bl−νb̄ has two
charged leptons, the scale factor for each event is the products of the scale factors for each charged
lepton. The scale factor for di-electron event is the product of the trigger scale factors for each electron
:

SFevent = SFe1(η) × SFe2(η) (The trigger fired for both electrons.) (2.22)

SFevent = SFe1(η) × 1 − effdata

1 − effMC
(The trigger fired only for electron 1.) (2.23)
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where SFe1,2 ≡ effe1,2
data/eff

e1,2
MC is the scale factor, and effe1,2

data,MC is the trigger efficiency in data and the
Monte Carlo simulation.

The muon trigger matching does not work is Monte Carlo simulation due to a mere technical
issue, and muon trigger matching is not required in Monte Carlo. Instead, the scale factor for muon
is defined so that the event is re-weighted by muon trigger efficiency in data. In di-muon channel, the
scale factor for an event is

SFevent = effµ1(PT,1, η1, ϕ1) × effµ2(PT,2, η2, ϕ2). (2.24)

The data for the analysis in the eµ channel are taken with both the single electron and the muon
triggers. The scale factor for the simulated events in which the electron triggers fires (regardless of
the muon trigger) is

SFevent = S Felectron(η). (2.25)

For the other events in which the electron triggers does not fire but the muon trigger does, the scale
factor is the product of the one for the efficiency of the muon trigger and the one for the inefficiency
of the electron trigger :

SFevent = effµdata ×
1 − effelectron

data

1 − effelectron
MC

. (2.26)

2.6 Luminosity measurement
Measurement of luminosity L can be done from the number of a particular “visible”(detectable)
events µvis with its cross section σvis.

L = µvisnb fr

σvis
(2.27)

where nb is the number of colliding bunches on the ring and fr is the machine revolution frequency.
The cross section is the total inelastic scattering multiplied by the efficiency of detectors and method
: σvis = ϵσinelastic.

The ATLAS detector has two sub-detectors for the luminosity measurement, namely LUCID [38]
and BCM [39]. The LUCID (LUminosity measurement using a Cherenkov Integrating Detector) is
a Cherenkov detector with C4H10 gas, installed at ±17m away from the interaction point covering
5.6 < |η| < 6.0 with 16 tubes in each side. The Cherenkov photons are read out by photo multiplier
tubes. It is installed as Figure 2.58 shows. The BCM(Beam Condition Monitor) is four diamond
sensors allocated in both side of |η| = 4.2, as Figure 2.59 shows.

The evaluation of the efficiency ϵ is done by providing proton collisions with known luminosity.
It is possible with the van der Meer(vdM) scan. The absolute luminosity is given, by the definition,
as

L = nb frn1n2

2πΣ1Σ2
. (2.28)

where n1,2 are the number of protons in a bunch, and Σx and Σy are the beam width in x and y direction
assuming the Gaussian distribution. The vdM scan moves one of the bam in the horizontal or vertical
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Figure 2.58: (left) The LUCID detector module for each side. (right) The allocation of the LUCID
detector.

Figure 2.59: (left)The allocation of the BCM detector. (right) One module of the BCM diamond
detector.

direction and evaluate the beam width Σx and Σy from the position dependence of the luminosity as
Figure 2.60. By measuring the beam population n1,2, the beam collision with known luminosity is
provided and the efficiency can be evaluated.

The main uncertainties on the calibration with the vdM scan comes from the beam population
measurements during the dvM scan (3.0%), the dependence on the fitting function of the vdM scan
data (0.8%) and the discrepancy of the calibration result during the calibration period between the
horizontal and vertical BCM detectors (0.7%). Also long term consistensy during the data taking
and pile-up effect dependence between the detectors (1.0% each) are taken into accout, the total
uncertainty of the luminosity of the data is 3.7% [40].
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Figure 2.60: One result of the vdM scan in the horizontal direction [40].
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Chapter 3

Muon detector commissioning and its
performance evaluation

3.1 The TGC detector commissioning

3.1.1 The TGC detector system overview
The TGC muon trigger system consists of gas detectors called Thin Gap Chambers. The chamber is
designed similar to a multi-wire proportional chamber as shown in Figure 3.1. and it has gold-plated
tungsten wires in the mixture gas of CO2:n-pentane=55:45. Its wire anode pitch is 1.4 mm and the
distance of wire-cathodes is 1.8 mm. The cathod strip layers are allocated orthogonal to the wires.
The output signal is immediately digitized with an amplifier-shaper-digitizer which is implemented
on each chamber.

The chambers are aligned radially and forms discs with a diameter of 25m as Figure 3.2 shows, so
that the wire channels have sensitivity to η position and the strip to ϕ. Several anode wires are grouped
together (4-20 wires per one channel) and fed to a common readout channel, so that the coverage of
one channel is almost consistent in η. Three discs are allocated at |z| = 13, 14 and 14.5m and they
are called station-1, -2 and -3 respectively. The station-1 consists of three-layer chambers(triplet) and
others use two-layer chambers(doublet) with structures shown in Figure 3.3.

Their allocation is after the calorimeter as shown in Figure 3.4. Due to the large radiation- and
interaction-length of the calorimeter, charged particles that reached at the TGC can be identified as
muon. The TGC system covers 1.05 < |η| < 2.4 for trigger and up to |η| = 2.7 for detection (TGC
provides hit information for tracking).

Between the calorimeter and the TGC chambers, there are toroidal magnets. Muons reach at the
TGC chamber after being bent by the Lorentz force. As Figure 3.4 shows, the TGC system measures
the muon transverse momentum by comparing the detected track trajectory to a virtual track of infinite
momentum (which draws a straight line) from the interaction point to the hit position on the station-3.
And it makes trigger decision of six-staged based on the momentum.

The trigger decision is made in three steps, as illustrated in Figure 3.5. First, it requires coinciden-
tal hits on the station-2 and -3, in the wire and strip channels separately. If the coincidence is satisfied,
second coincidental hit with on the station-1 with respect to the hit on the station-3 is searched. If
the second coincidence is also satisfied, finally, coincidental hits between the wire and strip channel
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Figure 3.1: The geometry of the wires and strip inside the chamber.

is required.
The first and the second logic are implemented with hardware, mainly with ASICs. They search

coincidental hits within some region on station-2 or -1, around the hit on the station-3. Meanwhile, the
third logic is implemented on FPGAs so that the PT requirements can be modified flexibly according
to the experimental conditions. The logic receives the hit position on the station-3 and the difference
between station-1 and -3. Due to the complexity of the toroidal magnetic field as shown in Figure
2.28, the correlation between muon momentum and expected input is not straightforward. Therefore,
the correlation is studied with the Monte Carlo simulation first, and the correlation is prepared as a
look-up table (LUT). The LUT is loaded on to the FPGAs on the third trigger logic and the trigger
decision is made based on it.
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Figure 3.2: A picture of the TGC detector. The gas chambers are aligned radially and form a wheel.
The three stations are placed in the both side of the ATLAS detector.

Figure 3.3: The cross section of the triplet(left) and doublet(right) chambers.
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3.1.2 The calibration scheme for long term running
After the hardware installation of 1200 electronics and 12000 cables, the functionality of all the hard-
ware is needed to be confirmed. It is confirmed step-by-step from downstream to upstream with two
types of test signals. The digital part, which has responsibility to all the output of trigger and readout,
is established. The one of the test signal can insert digitized signal just in front of the first logic, as
shown in Figure 3.5 and it is possible to mimic high energy track signals by inserting appropriate hit
pattern on the TGC seven layers. With the test signal, the functionality of the electronics and con-
nection between them is verified by comparing the trigger output and readout hit pattern. The system
of this part is synchronized with 40MHz clock from the LHC. With the test signal, the phase of the
signal between the electronics is tuned simultaneously. Another test signal emulates the chamber
output and inserts the charge signal just before the amplifier as indicated in Figure 3.5, with which
the functionality of the amplifier, shaper and discriminator on each chamber is verified. After these
electronics establishment, random trigger data taking is periodically done to track down noisy chan-
nels with occupancy of >10−5 with respect to usual “calm” channels of occupancy less than 10−6. For
these channels, the higher threshold of the discriminator is applied or local hot channels are masked
off from trigger decision or readout.

These tests established in the commissioning is summarized as a set of daily calibration data
taking during stand-by time between physics data taking.

3.1.3 The commissioning with cosmic data taking
After the confirmation of the electronics functionality, the cosmic lay data taking is done. The charged
particles in cosmic lays, mainly muons, are useful for the verification of the detector response.

Even after the system establishment with the test signals as summarized in section 3.1.2, two
types of improper cable connection may remain. Figure 3.6 shows one cable connection point on
a doublet chamber. Two sockets in the picture correspond to two layers (triplet chambers has three
sockets), and the hit information of 16 channels of one layer is read out from one socket. One type of
improper connections is swapping of the cables between connection points, which results in swapping
of channels in the unit of 16 channels. This can be verified from correlation between stations. Figure
3.7 (left) shows an example of the hit position correlation between the station-2 and -3 in a certain
region, in which a clear signature of cable swap is seen. The swap in this section is confirmed on site
and fixed. Figure 3.7 (right) shows the hit correlation in the same region after the correction.

The other type of the cable swap is wrong connections between layers at the same connection
point. This can not be verified by the hit correlation among stations since the physical displacement
is relatively small. Instead, this can be seen as correlation between the layers in the same chamber. In
a chamber, the channels are aligned with staggered between layers, in order to maximize the position
resolution in the trigger logic, as Figure 3.8 shows. Since cosmic lays penetrating chambers are
expected to leave hits on the neighboring channels on the two layers(or three layers in the triplet
chambers), that is the channel number of the hit on layer 5 or 7 is the same or larger by one compared
to that on layer 4 or 6 (the situation is similar in the triplet chambers). Figure 3.9 shows the channel
differences (∆ ch) between two layers with proper and improper cable connections. In the former,
most entries are seen in -1 and 0, while in the later, mainly in 0 and 1.

With the cosmic data taking, the all the cablings are verified, and more than 70 improper cablings
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Figure 3.6: The cable connection point on the chamber side. The output from the two(or three) layers
are read out from the same point, with the same readout interface. Here improper connection can
happen.

(%) side η > 0 side η < 0
layer 4 91.7 ± 0.1 91.2 ± 0.1
layer 5 93.1 ± 0.1 92.4 ± 0.1
layer 6 94.7 ± 0.1 93.9 ± 0.1
layer 7 91.9 ± 0.1 90.3 ± 0.1

Table 3.1: The mean of the chamber efficiency on the each layer, each side. Only statistical uncertainty
is taken into account.

are identified and fixed. Only one wrong cabling between layers in one triplet chamber is left due to
difficulty of the access, which is found to be small impact.

The detection efficiency of the chambers is evaluated with cosmic data. Since the TGC itself is
the trigger detector, the trigger bias for the evaluation is need to be removed. The TGC trigger logic
requires at least three layers out of the four in the station-2 and -3 to have hits. The efficiency of a
certain layer is evaluated by requiring such hits on the other layers and checking if the layer has a hit.
Figure 3.10 shows the efficiency map of the layer 6 in the η < 0 side, and Table 3.1 summarizes the
mean efficiency on the each chamber. Compared to the chambers nominal efficiency of 92% taking
into account inactive region of the chambers, these values are quite reasonable. These activities are
summarized in the reference [38].

3.1.4 Optimization of the TGC trigger logic based on data
In the TGC trigger performance study, some events, in which the TGC trigger did not fire with respect
to high PT muons that left hits on the chambers, are found. Figure 3.11 (left) shows an illustration of
the recorded hit positions on the strip layers by one high PT muon and no TGC trigger fires for the
muon.
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Figure 3.7: Cosmic hit correlation of wire channels between in station 2 and 3. (left) Correlation
in the early period of cosmic data taking. The grids correspond to the units of the read out cabling.
In the linear correlation, clear discontinuities are seen, which correspond to the unit of digitizer in
the station-2. (right) The correlation in the cosmic data taken after fixation of the cable improper
connection.

in the trigger logic

channels on the chamber

1 2      3      4       5      6       7
Channel numbering 

1 2 3
1 2 3 4

Layer 1
Layer 2

Figure 3.8: In the chamber, the channels in different layers are aligned with staggered each other in
order to maximize the resolution, and a half of one physical channel size corresponds to one channel
in the trigger logic.

It is discovered that a treatment rule of multiple hits in the TGC trigger logic produces this ap-
parent inefficiency. As mentioned in section 3.1.1, the 3-station coincidence requires coincidence
between the first and third station, in addition to the 2-station coincidence. The third trigger logic
use the inputs of positions and channel difference ∆ch in the wire and strip readout, and fires a trig-
ger only if the input is matched to the prepared LUT. The trigger logic treats successive hits as one
cluster caused by one charged particle, and select only one hit of them based on some rule called
de-clustering. As Figure 3.11(right) shows, the rule always takes the second channel from one side.
As the result, the resolution of the channel position, and equivalently, that of ∆ch is worsen. No
cross-talk between channels considered in the Monte Carlo simulation, while, it is not negligible in
the strip channels in reality.

In the muon event shown above, the ∆ch for wire is 8 and for strip is 0 if only the reasonable hits
are taken into accout, while it is -2 due to the de-clustering rule. Figure 3.12 shows the LUT for the
muon event, and the inout of {∆chwire,∆chstrip} = {8, 0} correspinds to a trigger of threshold PT = 15
GeV, while no trigger fires for {8,−2}.
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Delta channel Delta channel

Figure 3.9: The channel distribution obtained in the chamber with proper and improper cable connec-
tion in the accumulated cosmic data. (left) In the case of proper connection, ∆ ch is expected to to be
-1 or 0. (right) In the case of improper connection, ∆ ch is expected to to be 1 or 0.

As one fast and straightforward cure, loosening the trigger condition in the strip channel on the
LUT is performed. With respect to muons for which the 2-station triggers fire, the gain by loosing
the condition on the strip hit from the point of view of the 3-station trigger efficiency is investigated.
Muons with PT > 10 GeV are used in the following discussion, whose 3-station trigger efficiency
with respect to 2-station trigger is confirmed to reaches at plateau. Figure 3.13 shows the relative
efficiency of the 3-station trigger to the that of the 2-station under the various requirements on the
strip ∆ch, out of all 46,500 muons with PT > 10 GeV with the 2-station trigger. In the data, the
3-station trigger fires for 91.0% of them. If condition of the strip is completely removed, the relative
efficiency is recovered to 97.9%. Even by loosening the condition by 1 channel (widen the LUT map
in the strip channel), it recovers to 94.9%.

In a balance of the trigger efficiency and increase of trigger rate due to the loosening, new LUT
with widen the map by 2 channels in the strip by hand is prepared and implemented for data taking. In
parallel, the cross-talk in the strip channels is implemented in the Monte Carlo simulation by tuning
random cross-talk to the next channels so that the simulation matches to the data.
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Figure 3.10: The evaluated chamber detection efficiency from cosmic data, in the side where η < 0,
layer 6 on the station 3. The axes are not the scale. Two white chambers are missing due to problems
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Figure 3.11: (left) An illustration of strip hit positions for one muon passing event, for which any
TGC trigger has not fired. In this event, multiple hits on the layer 1 is seen, which preventes the
3-station trigger coincidence. (right) The handling rule of successive hits takes the second channel
from one side.

73



Concidence Failuer

for muon PT > 6GeV

for muon PT > 10GeV

for muon PT > 15GeV

for muon PT > 20GeV

W
ire

 Δ
 c
ha

nn
el

Strip Δ channelStrip Δ channel

Δch = 8

Δ
ch
 =
 0

Δ
ch
 =
 -2

Figure 3.12: The LUT for the event under discussion. The ∆ch for wire is 8 and that for strip is -2,
which result in the coincidence failure. If the extra would not had existed, the ∆ch for strip is 0 and a
3-station trigger fires.

2-station coincidence
3-station coincidence
3-station coincidence if strip trigger condition is loosen by 1 channel

by 2 channels
by 3 channels
by 4 channels
by 5 channels
by 6 channels
by 7 channels

3-station coincidence if any strip condition is accepted
3-station coincidence if strip condition is removed

88

90

92

94

96

98

100
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3.2 The ATLAS muon detector performance

3.2.1 Evaluation of muon momentum scale and resolutions
The performance of the muon reconstruction is examined in the early phase of data taking of year
2010. The energy scale and resolution of the reconstructed muon in data is compared to the Monte
Carlo simulation based on reconstructed Z boson events.

Muon candidates are required to be PT > 20 GeV, |η| < 2.5 , isolation , but without detail require-
ments on the number of hits on each detectors. The trigger is one that is optimized for muons with
PT > 13 GeV seeded by Level 1 muon trigger for ones with PT > 10 GeV.

Figure 3.14 shows reconstructed di-muon invariant mass in data and Monte Carlo simulation. The
peak near 90 GeV corresponds to the Z boson events. It is clear that almost no background is expected
in this region. The leading contribution is the signal Z → µµ and, the second contributions is di-boson
in which one Z boson decays into a di-muon. Therefore in this study, background can be ignored at
the statistics of this stage. In the analysis, only Z → µµ Monte Carlo simulation is used.

Reconstructed Z boson mass is evaluated by a function F(x) of a Breit-Wigner function(BW)
convoluted by the Crystal Ball function(CB),

F(x) = N
∫

dx′BW(mz,ΓZ = 2.4952GeV : x′) · CB(N = 1, α, n, x̄ = mz, : σ; x) (3.1)

where mZ corresponds to the Z mass peak, ΓZ for the Z width, which is fixed to be 2.4952 GeV in this
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Figure 3.14: Invariant mass distribution of di-muon events in the data in 2010 comparing to the Monte
Carlo simulation without any modification based on data. Most of the entries around the Z boson
mass peak around 91 GeV is from Drell-Yan(labeled as “Zmumu+jets”) and Di-boson of which one
Z boson decays into di-muon.
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function. The CB is defined as

CB(N, α, n, x̄, : σ, x) =

N · exp
(

(x−x̄)2

2σ2

)
(for(x − x̄)/σ > −α)

N · A · (B − x−x̄
σ

)−n (for(x − x̄)/σ ≤ −α)
(3.2)

where

A =
( n
|α|

)n
· exp

(
− α

2

2

)
B =

n
|α| − |α|

and N determines the height, α position of function boundary, x̄ Gaussian peak position, σ standard
deviation of the Gaussian function and n the attenuation power in the left side region. Figure 3.15
shows examples of the function and how the parameters work. The CB function is empirically known
that the function describes the long tail in the left side of the invariant mass distribution due to final
state radiation of the lepton. In the convolution function, mZ can be regarded as the peak position of
the Z mass peak and σ as the resolution of the reconstructed peak.

The detector region is devided into two : barrel where |η| < 1.05 and endcap where 1.05 < |η| <
2.5, and events are categorized , based on the direction of two muons, into Barrel-Barrel(BB), Barrel-
Endcap(BE) and Endcap-Endcap(EE) events.

Figure 3.16 is obtained di-muon invariant mass distribution in the early data for each event cate-
gory, showing the clear Z mass peak with slightly smeared. Figure 3.17 is the counterpart of the latter
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Figure 3.16: Di-muon invariant mass distribution in the early data. Black histogram is data, and red
is Monte Carlo simulation scaled with the number of entries of data. (top left) total, (top right ) BE,
(bottom left) BB and (bottom right ) EE events.

data. Table 3.2 summarizes the parameter σ as the results of fitting in the two periods. In BB and EE
events, the resolution is improved after the update of the alignment parameter. Although it is not clear
in BE event due to low statistics, the improvement is clear in the total.

The Monte Carlo simulation is compared to data by scaling and smearing the muon momentum
reconstructed in the simulation. The modification is following a function defined as

1
PT, modified

=
1

PT, MC ×C
Gaus(1, σextra) (3.3)

where the function Gaus(1, σextra) returns one random number following a Gaussian with mean of
1 and standard deviation of σextra, C corresponds to scale factor and σextra to the index of worsen
resolution.

The mZ and σ in the fitting function for the simulation is compared to data, by scanning the
parameter C and σextra, as Figure 3.18(left) shows. Comparing the data and scale factor dependence of
mZ with linear approximation, the scale factor C is decided as Table 3.3. It is seen that the scale factors
lay close to 1. Also, it is seen that applying the update of the alignment parameter, the improvement
of the situation in EE events.

In the σextra scan, Figure 3.18(right), a quadratic dependence of σ on σextra is seen. And compared
the result to the data, it is clear that non-zero extra smearing is needed. Table 3.4 summarizes the
required extra smearing calculated from data and linear approximation of σ dependence on σextra.
First of all, even after updating the alignment parameters, extra smearing seems to be needed. And
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Figure 3.17: Di-muon invariant mass distribution in the later data. Black histogram is data, and red
is Monte Carlo simulation scaled with the number of entries of data. (top left) Total, (top right ) BE,
(bottom left) BB and (bottom right ) EE events.

similar to the scale factor C, the improved situation in BB and EE events is seen and not clear due to
statistics in BE events.

From the study, it is confirmed that the muon detection and its momentum reconstruction are
well described in the simulation, and only small scale factor and extra smearing by hand are needed.
For the simulation used in the physics analysis in 2011, further improved alignment parameters are
applied and updated scale factors and extra smearing derived in the similar way are applied.
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σ(GeV)
the early data ( 3.1 pb) the latter data

(3.4 pb) ( 41 pb )
BB 2.13 ± 0.25 1.74 ± 0.08
BE 2.21 ± 0.46 2.40 ± 0.07
EE 3.83 ± 0.40 0.34 ± 0.13

Total 2.82 ± 0.24 2.44 ± 0.05

Table 3.2: Obtained muon momentum resolution in the early and latter data in 2010, in each type of
events categorized based on the muon direction.
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Figure 3.18: The scan of scale factor C(left) and extra smearing(σextra) in the BE region. The hori-
zontal liens corresponds to the Mll and σ in the later period data and its standard deviation(±1σ).

Scale factor C Total BB EE EB
The early period 0.997 ± 0.002 1.003 ± 0.003 0.990 ± 0.004 0.999 ± 0.004
The later period 0.9985 ±0.0005 0.9997 ± 0.0007 0.9997 ± 0.0012 0.9976 ± 0.0006

Table 3.3: Derived scale factors to be applied on the muon momentum in the Monte Carlo simulation
in 2010, in each type of events categorized based on the muon direction. The scale factor for “Total”
is the one derived without the region distinction.

σextra Total BB EE EB
The early period 0.034 ± 0.005 0.023 ± 0.005 0.047 ± 0.005 0.020 ± 0.011
The later period 0.025 ± 0.001 0.015 ± 0.002 0.040 ± 0.002 0.025 ± 0.002

Table 3.4: Derived extra searing to be applied on the muon momentum in the Monte Carlo simulation
in 2010, in each type of events categorized based on the muon direction. The numbers for “Total” is
the one derived without the region distinction.
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3.2.2 Muon trigger efficiency
The data for the µµ and eµ channels is taken with the muon trigger system and it is unavoidable to
understand its efficiency and to tune the Monte Carlo simulation if needed.

The muon trigger efficiency is evaluated with tag-and-probe method, which is described in section
2.4.2, in the Z boson resonance(Z → µµ). The condition on tag- and prob-muon and their relation are
summarized in Table 3.5. The background contribution is estimated by Monte Carlo simulation and
it is found to contribute less than 1 %. It is subtracted from the efficiency calculation.

tag muon
isolated reconstructed muon with PT > 20 GeV

trigger matching : ∆R between muon and trigger < 0.2.
probe muon isolated reconstructed muon with PT > 20 GeV

invariant mass |mll − mZ | < 10 GeV
charge opposite charge

opening angle ∆ϕ > 1.5

Table 3.5: The requirements of the tag and probe muons for muon trigger efficiency estimation.

The trigger efficiency in data of 1.04 fb−1 is evaluated by dividing the data taking period into
four as Table 3.6 shows. Between the periods, the LHC accelerator condition is improved in order
to deliver higher luminosity, and also the ATLAS detector maintenance is performed. Therefore it is
important to verify the stability of the trigger efficiency, and if some problems are seen, investigate
them so that they are under control.

period B,D,E 208 pb
period F 121 pb
period G 464 pb
period H 237 pb

Table 3.6: The definition of data period which is used in the muon trigger efficiency evaluation.

The muon trigger efficiency is found to be stable throughout the periods excepts two problems.
The Figure 3.19(left) shows the trigger efficiency map in η-ϕ space during the period F. Some holes in
ϕ = [−2 : −1] are regions where trigger chambers are not implemented due to the feet of the ATLAS
detector, and another hole in η = 0, ϕ = 2.5 is due to missing chambers due to the inner detector
cabling. Low trigger efficiency beyond |η| = 2.4 is due to coverage of the muon trigger system.

The one problem is found in period G. Figure 3.19(right) is the efficiency map in the period.
Compared to that in period F as shown in Figure 3.19(bottom), clear drop in η = [0.8 − 1.05] is seen.
The cause is found to be an ad-hoc trigger rate limiter implemented during the commissioning period.
As the instantaneous luminosity delivered from the LHC is increased, the trigger rate reaches at the
limit(1 kHz) in the region, and trigger signals are suppressed. The limit is immediately removed.

The other problem is found in the period H. Figure 3.20 shows the trigger efficiency comparison
between period B-G and H. An efficiency drop is seen in the region (η, ϕ) = ([−0.2 : 1], [−2 :
−3]). The cause is found to be a frequent drop-out of the RPC readout system from the ATLAS data
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Figure 3.19: (Top left) Muon trigger efficiency map in the η−ϕ space during the period F. (Top Right)
The trigger efficiency during the period G. (Bottom) The figure shows the difference between the two
period and the clear drop is seen around η ∼ 0.8 − 1.05.

acquisition system, which caused inefficiency of the level 2 trigger due to lack of information from
level 1.

Since these efficiency drops are understood, all the data are used for the physics analysis and the
efficiency throughout the periods are evaluated as Figure 3.21(left). The systematic uncertainty is
evaluated by varying the condition in the tag-and-probe method as Table 3.7 and the total with the
statistical uncertainty is shown in Figure 3.21(right). These values are used in section 2.5.1.

3.2.3 Muon isolation efficiency
The efficiency of muon identification is also estimated with tag-and-probe method, which is also
used for the estimation for electron in section 2.4.2. The probe muon is also the combined muon
as defined in this section but without the isolation requirements. Figure 3.22 shows the result as a
function of η and PT of muons, minimum opening angle ∆R between the muon and jets, and the
number of vertices. No clear dependence is seen, and the scale factor is prepared as a constant and it
is 1.0008 ± 0.0003(stat.) ± 0.0003(syst). For the systematic uncertainties, the same contributions as
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Z boson mass window use 8 or 12 GeV instead of 10 GeV.
tag muon isolation remove isolation requirement

background estimation increased and decreased by 100%
trigger matching radius ∆R use 0.1 and 0.5 instead of 0.2

Table 3.7: The systematic uncertainties that are taken into account in the muon trigger efficiency
evaluation.

the muon trigger efficiency estimation are taken into account.
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period.
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Chapter 4

Measurement of W Boson Polarization in Top
Quark Decay with tt̄ Di-lepton Mode

The analysis measures the W boson polarization in the top quark decay via the distribution of charged
lepton emission angle θ∗ on the W boson rest frame. The measurement is done with the top quark pair
production event decaying into di-lepton final state.

The analysis has mainly two difficulties. The one is signal-to-noise ratio (S/N). The cross section
of the top quark pair is 10−9 times smaller than that of the total inelastic scattering. The other is the
neutrinos momenta. In the di-lepton channel, at which the analysis targetes, there are two neutrinos
and six parameters are unknown, while only the observable are missing energy in x and y directions
of the system of the two neutrinos.

Concerning the S/N, selecting the di-lepton channel for the analysis improves the situation which
is discussed in section 4.1. Furthermore, it reaches at reasonable level by applying event selection
based on the characteristics of the signal and background, which is discussed in section 4.2. Concern-
ing the neutrinos momenta, events are reconstructed by assuming some kinematical condition. The
reconstruction procedure is discussed in section 4.3. The W boson polarization is extracted from the
reconstructed cos θ∗ distribution. Including the translation of the relation into the parameter of the
effective Lagrangian, is discussed in the section 4.4.

4.1 Data and basic event selection
The analysis used data of 1.04 fb−1 of proton-proton collisions with 7 TeV center of mass energy
accumulated with the single electron and muon triggers as described in section 2.5. Every event
is required to pass following basic data-quality criteria in order to reject events not coming from
collisions.

• the primary vertex consists of more than four tracks so that the vertex is well-defined.

• no badly-reconstructed jet.

• events which have two muons with opening angle grater than 3.1 radian is rejected.
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Every event is also required to have two tight leptons with the opposite charge. The kinematical
requirements on the leptons are ET > 25 GeV for electrons and pT > 20 GeV for muons as described
in the section 2.4.2 and 2.4.3. The threshold of the energies are defined so that the efficiency of
the lepton triggers are stable for such charged leptons. After the quality requirements and di-lepton
requirement, the number of events were

• ee channel : 1.9 × 105 events , S/N ∼ 2 × 10−3

• µµ channel : 4.0 × 105 events , S/N ∼ 2 × 10−3

• eµ channel : 3.1 × 103 events , S/N ∼ 1

Compared to the S/N = 10−9 as of the cross section, the situation is drastically improved : 106 times
larger in the di-electron and di-muon channels and 109 in the eµ channel. This is because the event
which created two high energy charged leptons are limited. Especially the background level in eµ is
quite small since the SM process that produces the two leptons with different flavor is limited.

4.2 Event Selection and Background Estimation

4.2.1 Event Selection
The target channel is di-lepton channel of the top quark pair : tt̄ → W+bW−b̄→ l+ν̄bl−νb̄ . The event
leaves following signatures on the ATLAS detector;

• Two charged leptons (e, µ) isolated from other particles.

• At least two jets from b-quarks.

• Large missing ET due to two neutrinos that escape the detector.

As to the lepton isolation, isolated lepton is called tight lepton and non-isolated loose as defined in the
section 2.4.2(electron) and 2.4.3 (muon) quantitatively. Charged leptons from real weak bosons are
called true leptonm and others fake, which may be charged leptons in semi-leptonic decays of hadrons
or mis-identified hadrons. The channel is furthermore categorized into ee, µµ and eµ channels from
the point of view of the analysis.

Focusing on the two tight leptons source, the background in this analysis is the following.

• Drell-Yan process (in general it contains virtual photon γ∗ but label as “Z+jets” in what follows)
decaying into ee and µµ

• Drell-Yan decaying into eµ via tau leptons : Z/γ∗ → ττ→ lνlντlνlντ(l = e, µ)

• Single top quark associated with one W boson : tW → bWW → blνlν

• Di-boson WW,WZ and ZZ decaying into final states with two charged leptons.

• Fake in which one or both leptons are fake.
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Figure 4.1: The theoretical and measured cross section.

Figure 4.1 shows the cross section of these background. In this analysis, contribution from Drell-Yan
in eµ channel, tW and di-boson is estimated with the Monte Carlo simulation. Meanwhile, Drell-Yan
in ee and µµ channel, and fake are estimated based on data, which is discussed in the following section
4.2.2 and 4.2.3 respectively.

4.2.2 Drell-Yan background estimation
In the event selection which is discussed in the section 4.2.4, missing ET is used which is quite effec-
tive to reduce the Drell-Yan background in ee and µµ that has no source of missing ET intrinsically.
However, the amount of the Drell-Yan background is enormous and its “apparent” missing ET must
be evaluated precisely. The missing ET distribution is smeared due to the resolution of the detector,
especially energy resolution of the calorimeters, which may depends on the actual detector condition
and is difficult to describe in simulation precisely. Therefore the contribution from the Drell-Yan
background is estimated by data-driven way.

The method defines the region where |mll − mZ | < 10 GeV, Emiss
T > 40 GeV and the number of

jets > 2 as a control region(CR) as Figure 4.2 shows. The regions is not used in the physics analysis,
as discussed in section 4.2.4. It extracts a scale factor(SF) that makes the number of entries in data
and Monte-Carlo simulation to be equal in the CR, and applies the SF to the Drell-Yan Monte-Carlo
simulation in the signal region(SR) :

DY(SR) = SF × DYMC(SR) (4.1)

=
DATA(CR) − NonDYMC(CR)

DYMC(CR)
× DYMC(SR) (4.2)

where

• DATA(CR) : the number of data in the control region.
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Figure 4.2: The definition of the Drell-Yan control region(CR) with respect to the signal region(SR).

• NonDYMC(CR) : estimated number of non Drell-Yan events in the control region.

• DYMC(CR) : estimated number of the Drell-Yan events in the control region.

• DYMC(SR) : estimated number of the Drell-Yan events in the signal region.

and the values and calculated scale factors are summarized in the Table 4.1. The uncertainties of the
scale factors were estimated from the statistical fluctuation of data, which was dominant, and variation
of it when the definition of control region changed from Emiss

T > 40 GeV to Emiss
T > 30 GeV, which is

found to be negligible. Figure 4.3 shows the Mll distribution in the signal region with the scale factor
applied.

DY Physics Background Sources (NonDY)
Channel Data(CR) MC(CR) tt̄ Z → ττ Single Top +W Di-boson Fake SF

ee 164 62 46 0.0 2.4 4.4 0 1.8 ± 0.2
µµ 296 180 86 0.0 5.0 6.8 0 1.1 ± 0.1

Table 4.1: The number of data and estimation in the Drell-Yan background control region. From the
numbers the scale factors (SF) for the Drell-Yan background in the signal region are derived.

4.2.3 Fake background estimation
In order to estimate the contribution from the fake leptons, the probability that fake leptons pass the
isolation criteria, so-called fake rate, in needed. In general, the possibility depends on the detector
condition and pile-up, and it is not difficult to simulate. Therefore, the fake background has to be
estimated by a data-driven way.

The number of events which pass the event selection of “two tight leptons” NTT consists of the
followings :

• Nrr : Both leptons are real leptons.
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Figure 4.3: Mll distribution in the signal region with derived scale factor applied, in di-electron and
di-muon channels.

• Nr f ,N f r : One of the lepton is real and the other is fake.

• N f f : Both leptons are fake.

In the second category, the distinction of Nr f and N f r are important for eµ channel ; for example, the
first index is for electron and the other for muon. Their contribution to NTT depends on the efficiency
of isolation r , that is the possibility of true leptons passing the isolation criterion, and the fake rate f
;

NTT = r1r2Nrr + f1r2N f r + r1 f2Nr f + f1 f2N f f (4.3)

where the suffix 1 and 2 mean that the efficiency r and fake rate f is for the first and second lepton
respectively.

Similarly the number of events in which one of the lepton is loose (NLT ,NT L) and both (NLL) are
also written by Nrr,Nr f ,N f r and N f f . The relation can be summarized in the matrix equation;

NTT

NT L

NLT

NLL

 =


r1r2 r1 f2 f1r2 f1 f2

r1(1 − r2) r1(1 − f2) f1(1 − r2) f1(1 − f2)
(1 − r1)r2 (1 − r1) f2 (1 − f1)r2 (1 − f1) f2

(1 − r1)(1 − r2) (1 − r1)(1 − f2) (1 − f1)(1 − r2) (1 − f1)(1 − f2)




Nrr

Nr f

N f r

N f f

 (4.4)

The amount of the fake contribution to NTT are the last three terms in equation (4.3), and each
component can be expressed by NTT ,NT L,NLT and NLL that are all observable :

N tt
fake =r1 f2Nr f + f1r2N f r + f1 f2N f f

= αr1 f2[( f1 − 1)(1 − r2)NTT + (1 − f1)r2NT L + f1(1 − r2)NLT − f1r2NLL]

+ α f1r2[(r1 − 1)(1 − f2)NTT + (1 − r1) f2NT L + r1(1 − f2)NLT − r1 f2NLL]

+ α f1 f2[(1 − r1)(1 − r2)NTT + (r1 − 1)r2NT L + r1(r2 − 1)NLT − r1r2NLL] (4.5)

where α = 1/(r1 − f1)(r2 − f2) . Figures 4.4 and 4.5 show the fake rate f estimated from di-jet
events, and isolation efficiency r from Drell-Yan events, as functions of η and pT . Finally, every event
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Figure 4.4: Fake rate of jets(loose lepton from jet) as isolated electrons(left) and muons(right) .
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Figure 4.5: Lepton efficiency to pass isolation criteria for electrons(left) and muons(right).

with two leptons, regardless of their isolation, has a weight as equation (4.5) gives to express fake
contribution.

4.2.4 Event selection criteria
The background contribution is quite similar in ee and µµ channels which have the same flavor lepton.
While, they are different to the eµ channel, in which the flavor of the charge lepton is different.

The ee and µµ channel have large background of Drell-Yan as Figure 4.6 shows. This background
is relatively easy to deal with since the invariant mass of the di-lepton is to be around the Z boson
mass. From the reason, |mll − mZ | > 10 GeV is required. Furthermore, the Drell-Yan events do not
have sources of missing ET intrinsically, as Figure 4.7 shows, and Emiss

T > 40 GeV is required.
The eµ channel has also Drell-Yan background : ones decaying into the eµ final state via τ pairs

(Z/γ∗ → ττ → eννµνν). The background is less energetic compared to the signal, and significant
fraction of the energy is given to neutrinos, which escape the detector. Here, the scalar sum of the
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Figure 4.6: Di-lepton invariant mass Mll distributions in each channel after basic selection and di-
lepton requirements. In order to remove background from Drell-Yan(Z+jets), selection criteria of
|Mll − mz| > 10 GeV is required in the ee and µµ channels.

ee µµ eµ

di-lepton invariant mass mll
|mll − mZ | > 10 GeV -

mll >15 GeV
Emiss

T > 40 GeV -
HT - - > 130 GeV

The number of jets ≥ 2
The number of b-tagged jets ≥ 1

Table 4.2: The event selection in this analysis.

charged lepton and jet PT is defined as HT , HT =
∑

charged leptons |PT |+
∑

jets |PT |, and HT > 130 GeV is
required. Figure 4.8 shows the HT distribution.

As to the low-mass region of mll, is expected to have large contribution from Drell-Yan such as
J/Ψ and Υ, while small entries of the signal. Therefore, mll > 15 GeV is required.

The characteristics of jets can be used for further selections. The signal has two b-quarks from
the top quark decays. Events are required to have at least two jets and at least one of them must be
b-tagged.

Table 4.2 summarize the event selection and Table 4.3 summarizes the number of events passing
the selection criteria, and expectation for each process including systematic uncertainties which is
listed in section 4.4.1. Figures 4.9 and 4.10-4.19 show the number of b-tagged jets after all the
selection but the one “at least one b-tagged jet”, and the kinematical distributions of leptons and jets
after all the event selection.

The cross section of tt̄ event, σtt̄, can be calculated from the relation

Ndata − NBG = Aσtt̄

∫
dtL (4.6)
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Figure 4.7: Missing ET distributions in ee and µµ channels after basic selection and di-lepton re-
quirements. In addition to the Z mass cut in Figure 4.6, Emiss

T > 40 GeV is required to reduced the
Drell-Yan background.

where Ndata is the number of data passing the event selection, NBG is the estimated background events
passing the selection,A is acceptance of the selection with respect to tt̄ signal and

∫
dtL = 1.04 fb−1

is the integrated luminosity. The acceptances in each channel can be calculated from the Table 4.3 as

A =
NMC

tt̄

σtt̄,SM × 1.04fb−1 (4.7)

where Ntt̄ is the number of Monte Carlo tt̄ events passing the selection and σtt̄,SM is the theoretical
cross section of the tt̄ event in the Standard Model, 164.6 pb. The results are also summarized in the
Table 4.3. These numbers agree with the Standard Model expectation.
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Figure 4.8: HT distribution in eµ channel after basic selection and di-lepton requirements. In order to
reduce Z → ττ→ eµνeνµντντ background, HT > 130 GeV is required.
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Figure 4.9: The number of b-tagged jets after all the event selections but the requirement “at least one
b-tagged jet” .
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ee µµ eµ
tt̄ signal 218.6 ± 37.4 437.7 ± 54.4 975.1 ± 120.3
Z(ee,µµ) 4.9 ± 9.5 13.7 ± 10.0 -

Z(ττ) 0 ± 0 2.3 ± 1.3 10.0 ± 4.9
single top 9.8 ± 2.1 23.0 ± 3.7 45.3 ± 7.1
di-boson 0.5 ± 0.3 1.1 ± 0.4 3.1 ± 0.9

fake 3.2 ± 1.6 10.3 ± 5.2 23.3 ± 11.7
prediction 237.0 ± 38.7 488.1 ± 55.7 1056.8 ± 121.2

data 271 484 1119
Acceptance (%) 0.128 0.256 0.570

Measured cross section (pb)
191 ± 42 163 ± 25 175 ± 25

(syst.+stat.)

Table 4.3: The numbers of events passing the event selection criteria. The uncertainties are statistical
and systematic which is discussed in section 4.4.1. The acceptance is defined with respect to the total
top quark pair production and does includes the branching ratio of the top quark pair to each channel.
The uncertainty of the cross section includes the systematic uncertainty which is discussed in detail
in section 4.4.1.
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Figure 4.10: pT distribution of the first leading(ee, µµ channels) and muon(eµ channel) after all the
event selections.
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Figure 4.11: η distribution of the first leading(ee, µµ channels) and muon(eµ channel) after all the
event selections.
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Figure 4.12: pT distribution of the second leading(ee, µµ channels) and electron(eµ channel) after all
the event selections.
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Figure 4.13: η distribution of the second leading(ee, µµ channels) and electron(eµ channel) after all
the event selections.
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Figure 4.14: pT distribution of the first leading jet after all the event selections.
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Figure 4.15: η distribution of the first leading jet after all the event selections.
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Figure 4.16: pT distribution of the second leading jet after all the event selections.
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Figure 4.17: η distribution of the second leading jet after all the event selections.
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Figure 4.18: pT distribution of the third leading jet after all the event selections.
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Figure 4.19: η distribution of the third leading jet after all the event selections.
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4.3 Event Reconstruction
In the next step, two top quarks in the selected events are fully reconstructed. Here, two jets must be
assigned to b- and b̄-quark jets, momenta of the two neutrinos in the decay must be reconstructed.
In this analysis, one procedure is proposed and it is investigated how it works. Once the two top
quark decay chains are reconstructed, charged lepton emission angle θ∗ in each decay is calculated by
boosting back the objects momenta to the W boson rest frame.

4.3.1 The top quark pair reconstruction method
All the event passing through the event selection have at least two jets of which at least one is b-
tagged, and two charged leptons with opposite charge each other. Expecting that two b-quarks in
a top quark pair decay are observed as two jets, two reconstructed jets are chosen from ones in the
event. The selection criteria is PT of the jets, in priority to b-tagged jets. If there are two or more
b-tagged jets, the two b-tagged jets with highest PT are used. If there is only one b-tagged jet, the one
and the non-b-tagged jet with highest PT are used.

The assignment of the two jets to b+- and b−-quark jets is considered by the invariant mass of the
top quark pair. In the proton-proton collision in 7 TeV center of mass energy, the pair of partons in
the hard interaction may have more energy than that needed for producing just two top quarks. Figure
4.20 (left) shows the invariant mass of created top quark pair system distribution at the truth level in
the Monte Carlo simulation. The distribution has entries from the mass threshold 2mt ∼ 350 GeV, and
its tail reaches ∼ 1000 GeV. The produced top quarks are boosted back-to-back using the left energy,
and as the result, the emission direction of a b-quark and a charged lepton from the same top quark
decay t → Wb → lνb tend to be close. Therefore, the invariant mass of the charged leptons and jets
with correct combination tends to be smaller than that of the wrong combination :

mℓ,b̄ + mℓ̄,b < mℓ,b + mℓ̄,b̄ (4.8)

where mℓ(ℓ̄),b̄(b) is the invariant mass of the two objects.
Figure 4.20 (right) shows the ∆m ≡ mℓ,b̄+mℓ̄,b− (mℓ,b+mℓ̄,b̄) distribution with correct combination

in the Monte Carlo simulation. Conversely, the combination is determined so that ∆m to be negative.
The momenta of the two neutrinos are reconstructed by the relations based on the energy conser-

vation in the top and W boson decays as equation (4.9) and (4.10) and momentum conservations on
the transverse plane as equation (4.11).

m2
t = (pt + pW+)2 m2

W = (pl+ + pν)2 (4.9)

m2
t = (pt̄ + pW−)2 m2

W = (pl− + pν̄)2 (4.10)

Emiss
x = pν,x + pνν̄,x Emiss

y = pν,y + pν̄,y (4.11)

where p is four momentum of the index particle, and neutrino momenta pν,x(y,z), pν̄,x(y,z) are the un-
known variables. In general, these equations have four solutions 1. If the equations have any solutions

1This can be understood qualitatively from mathematical point of view. The solution of two equations (4.9) draws an
ellipse in the pν,x, pν,y, pν,z space, and ones of equations (4.10) in the p ¯ν,x, p ¯ν,y, pν̄,z space. The equations (4.11) unite the
two space into four dimensional space, for example pν,x, pν,y, pν,z, p ¯ν,x. The solutions are the overlap points of the two
ellipse in the space, which are four in general.
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Figure 4.20: (left) The distribution of invariant mass of the truth top quark pair system in the Monte
Carlo simulation. (right) Mlb distribution. 67.5 % of all events have negative Mlb with the correct
combination of jets and leptons.

with condition of mt = 172.5 GeV and mW = 80.2 GeV, the one that gave the smallest inner product
of neutrinos, pν,T · pν̄,T , is chosen. In case of no solution, mt is reduce to 157.5GeV and then increased
to 187.5 GeV by 1.5 GeV steps until any solution is given. If this prescription does not help, the
jet-lepton assignment determined based on ∆m is swapped with the same trial including mass scan if
needed. The events are thrown away if no solution is given, which account for 25% of the selected
top quark pair signal.

99



4.3.2 The behavior of the reconstruction method
The resolution of cos θ∗ reconstructed with the method described above can be distorted by intrinsic
reasons, the detector resolution and preferences of the procedure. An intrinsic reason is the fact
that the b-quarks are not observed directly but as jets, and jet energy scale is tuned so that they
restore energies of not quarks but truth jets. That is, the input of b-quark kinematics is intrinsically
smeared in this analysis. It is natural that the resolution of the reconstructed objects propagated
to the reconstructed cos θ∗. Concerning the effect of the procedure, the rule of the lepton-jet pair
determination and relative attempt of the top quark pair reconstruction can affect to the reconstructed
cos θ∗.

These effects are related to each other and difficult to evaluate separately. Instead, in this analysis,
they are checked with the Monte Carlo simulation by modifying the reconstruction condition one by
one starting from input of fully truth information. Table 4.4 summarizes the prepared sets of condi-
tions and Figure 4.21 shows the cos θ∗recon distribution and ∆ cos θ∗ = cos θ∗truth − cos θ∗recon distribution
in each set.

The ultimate information is the momenta of the particles produced at the interaction point. The
information can be accessible in the MC simulation. With this truth information the cos θ∗ is fully
restored. This corresponds to the set A in the table.

The effect of the hadronization
In the set B, the truth quark momenta are replaced by the ones of the truth jets. Their difference
is that the truth jets contain the hadronization effect and their momenta are smeared compared to
the ones of the truth quark, which results in the smearing of the reconstructed cos θ resolution.

The detector resolution effects : jets and charged leptons
The set C uses reconstructed charged lepton momentum instead of the truth momentum. On top
of that, the set D uses reconstructed jets which associated with the truth b- and b̄-quarks. These
replacements reflect the detector resolution, which is found to be small impact on the resolution
of the reconstructed cos θ∗ compared to the hadronization effects above.

The jets assignment to b- and b̄-quarks
In the set E , assignment of the jets to the b- and b̄-quarks is determined based on the invariant
mass with the charged lepton as described in the section 4.3.1.

Selection of the two jets
The set F chooses two reconstructed jets based on the b-tagging and PT as described in the
section 4.3.1.

The reconstruction of the neutrino momentum
All the sets above reconstruct the two top quark decays with truth neutrino momenta. Set G
and H reconstruct neutrinos momenta by solving the simultaneous equations (4.9), (4.10) and
(4.11) with the input of the truth missing ET (the vector sum of the transverse momenta of the
two truth neutrinos) and reconstructed missing ET , respectively. The ∆ cos θ∗ distribution of
the set G has worse resolution compared to the set F. This is because the neutrino momentum
reconstruction procedure introduces the variety of the reconstructed top quark mass up to ±15
GeV and also allows the pair of the lepton-jet pairs to change. On the other hand, the difference
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between the results with truth (set G) and reconstructed missing ET (set H) is almost negligible.
This is because the top quark decay chain t → Wb → ℓνb on the top quark rest frame is fully
constrained once the top quark and the W boson masses and the momenta of the bottom quark
and the charged lepton are given. The missing ET is used only for the check if the given two
lepton-jet pairs can explain the missing ET when they are regarded as the two top quark decay
products.

momentum ℓ-b
Missing ET

resolution
b ℓ ν combination mean σ

A truth quark truth truth truth - -
B truth jet truth truth truth - 0.00 0.04
C truth jet recon truth truth - 0.00 0.05

D
truth-associated

recon truth truth - 0.00 0.04
reconstructed jet

E
truth-associated

recon truth invariant mass - 0.00 0.04
reconstructed jet

F reconstructed jet recon truth invariant mass - 0.03 0.35
G reconstructed jet recon recon invariant mass truth ET 0.11 0.36
H reconstructed jet recon recon invariant mass measured ET 0.11 0.36

Table 4.4: Prepared sets of conditions. For momenta of b-quark, the input can be truth quark, truth jets
or reconstructed jets. For the momenta of the charged lepton ℓ, truth or reconstructed momentum can
be the input. For the momenta of neutrino, truth or calculated ones in the reconstruction procedure
can be used. For the combination of charged leptons and b-quarks, the correct combination can be
determined by relaying on the truth information of input if b-quark, which means “truth” in this
category. In the reconstruction of neutrino momentum, missing ET is one of the input. Here, truth
missing ET which is the vector sum of the neutrinos momenta and reconstructed missing ET are
tested. The column “resolution” summarizes the means and standard deviations (σ) of the resolution
distribution in Figure 4.21(right).

The breakdown of the reconstructed cos θ∗ is also checked from the point of view of the jet assign-
ment. The reconstructed events can be categorized based on whether the two jets are selection and
whether they are assigned to the correct quarks. Table 4.5 shows the categories. Also their fraction of
the total reconstructed events and the resolution are summarized. The desirable situation is type (i) in
which the two of the appropriate jets are chosen and assigned to b- and b̄-quarks correctly. The type
(v) reconstructed cos θ∗ distribution with the best resolution as Figure 4.22 shows. On the other hand,
the type (ii) where two appropriate jets are chosen but they are assigned to wrong b- and b̄-quarks,
which is found to give the worst resolution. It is worth mentioning that, regardless of whether the
appropriate jet is assigned to one top quark side, the other top quark can be reconstructed correctly
if the appropriate jet is assigned to the b (or b̄) quark. The b̄ quark side of the type (iii) and b quark
side of the type (iv) in the table corresponds to the case and their mean and standard deviation of the
resolution is almost the same as the type(i) as Figure 4.22 shows. One the other hand, the resolution
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Figure 4.21: (left) The reconstructed cos θ∗ distribution with various sets of input which is sum-
marized in Table 4.4. The Vertical axis is in arbitrary unit. (right) The difference between cos θ∗

reconstructed with each set of input in Table 4.4 and truth cos θ∗. The histograms are normalized to
one.

of the wrongly-reconstructed side in the type (iii) and (iv) is the same as that of the reconstructed
cos θ∗ with wrong jets in the case (v).
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two jets selection jet assignment to
fraction

resolution
based on PT and b-tagging b,b̄-quarks mean σ

(i)
both jets are appropriate

correct combination 63% 0.08 0.20
(ii) wrong combination 15% 0.28 0.59

(iii)
at least one jet is
not appropriate

jet assigned to b̄-quark
6%

b̄ side 0.08 0.24
is correct b side 0.07 0.57

(iv)
jet assigned to b-quark

6%
b̄ side 0.07 0.59

is correct b side 0.07 0.23

(v)
either assigned jet is

not correct 9% 0.11 0.58

Table 4.5: Summary of the mean and standard deviation σ of the cos θ∗ resolution. Column “resolu-
tion” shows the means and standard deviations (σ) of resolution distributions in Figure 4.22.

*θ cos∆
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 side+ correct : b+(iii)b
 side

-
 correct : b+(iii)b

 side+ correct : b
-

(iv)b
 side

-
 correct : b

-
(iv)b
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Figure 4.22: The cos θ∗ resolution distribution ( ∆ cos θ∗ = cos θ∗obtained − cos θ∗truth ) of events in each
categories in Table 4.5. Their means and standard deviations are summarized in the table.

103



4.3.3 Reconstructed top quark pair and cos θ∗

The top quark pair reconstruction method is applied onto the data. Table 4.6 shows the number
of events after the reconstruction. Because the reconstruction procedure requires that the selected
two jets, two charged leptons and missing ET to have enough energy and appropriate kinematics
to reconstruct two top quark system, the reconstruction procedure works also as an effective event
selection and as the result, the signal-to-noise ratio is improved.

Event reconstruction di-electron di-muon emu
ttbar signal 159.2 ± 27.5 319.8 ± 42.3 745.7 ± 100.4
Z(ee,µµ) 0.7 ± 2.0 1.6 ± 4.2 -

Z(ττ) 0.0 ± 0.0 1.4 ± 1.3 4.7 ± 3.1
single top 5.0 ± 1.3 10.8 ± 2.4 24.8 ± 5.3
di-boson 0.2 ± 0.3 0.6 ± 0.3 1.3 ± 0.5

fake 4.3 ± 2.2 6.9 ± 3.5 18.6 ± 9.3
S/N 16 15 15

prediction 169.4 ± 27.7 341.1 ± 42.7 795.2 ± 101.0
data 191 354 836

Table 4.6: The Number of events after the event reconstruction in each channel. The uncertainties
contain the statistical and the systematic ones which is discussed in section 4.4.1.

Figure 4.23 and 4.24 are the anti-neutrino and neutrino kinematics reconstructed by solving the
simultaneous equations (4.9), (4.10), (4.11). Figure 4.27 shows the top quark mass with which the
simultaneous equations have solved. Figure 4.25 and 4.26 are the reconstructed top quark kinematics.
Finally, Figure 4.28 is the reconstructed cos θ∗ distributions.
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Figure 4.23: Reconstructed anti-neutrino η(top) and PT (bottom) distributions in each channel. The
MC simulation of the top quark pair is produced with the W boson polarization of FL, F0 and FR in
the SM. Only statistical uncertainty of the MC samples are shown in the figure.
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Figure 4.24: Reconstructed neutrino η(top) and PT (bottom) distributions in each channel. The MC
simulation of the top quark pair is produced with the W boson polarization of FL, F0 and FR in the
SM. Only statistical uncertainty of the MC samples are shown in the figure.
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Figure 4.25: Reconstructed top quark η(top) and PT (bottom) distributions in each channel. The MC
simulation of the top quark pair is produced with the W boson polarization of FL, F0 and FR in the
SM. Only statistical uncertainty of the MC samples are shown in the figure.
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Figure 4.26: Reconstructed anti-top quark η(top) and PT (bottom) distributions in each channel. The
MC simulation of the top quark pair is produced with the W boson polarization of FL, F0 and FR in
the SM. Only statistical uncertainty of the MC samples are shown in the figure.
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Figure 4.27: Reconstructed top quark mass distributions in each channel. The MC simulation of the
top quark pair is produced with the W boson polarization of FL, F0 and FR in the SM. Only statistical
uncertainty of the MC samples are shown in the figure. The peak at 172.5 GeV means the solution is
found at the first trial with input top quark mass of 172.5 GeV in the most events.
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Figure 4.28: Reconstructed cos θ∗ distributions in each channel. The MC simulation of the top quark
pair is produced with the W boson polarization of FL, F0 and FR in the SM. Only statistical uncertainty
of the MC samples are shown in the figure.
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4.4 W Boson Polarization Measurement and its Physics Interpre-
tation

From obtained cos θ∗ distribution, W boson polarization was measured. For this purpose, three cos θ∗

distributions in the top quark pair decay with W bosons fully polarized to left-, right-handed and
longitudinal directions were prepared with MC simulation. Figure 4.29 shows the templates in each
channel. Although the distribution is slightly distorted compared to the original shape of Figure 1.7
(right) due to resolution of the measurement and tendency of the reconstruction as shown in section
4.3.2, they still kept their characteristics so that they can be distinguished each other. Also the back-
ground distributions estimated at section 4.3.3 from each process is combined into one “background”
distribution in each channel.
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Figure 4.29: The templates shape in each channels. The red, gray and blue histograms represent left
handed, longitudinal and right handed W boson polarization. The shadows stand for their statistical
uncertainties.

The number of entries from each W boson helicity is extracted by the fit of the cos θ∗ distribution
with four templates. The fit is performed based on the maximization of the likelihood defined as

L =
Nbins∏
bin=1

Poisson(ndata
bin ; ntemplate

bin ) × exp
(−(ntemplate

BG − n̄BG)2

2σ2
BG

)
(4.12)

where

• ndata
bin : the number of entries in the bin in data.

• ntemplate
bin ≡ ntemplate

0,bin + ntemplate
L,bin + ntemplate

R,bin + ntemplate
BG,bin

• ntemplate
L,0,R,BG : the number of entries in the bin i from each W boson helicity L, 0 and R, and

BG=”background” component.

• n̄BG and σBG: the expected background and its uncertainty as estimated at section 4.3.3.
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The first part of the likelihood evaluates the possibility bin by bin postulating the Poisson distribution
of data, and sums them up. The latter part is the constraint of the background to be around the
expectation, which works as a priori.

The W boson polarization is calculated from the obtained entries with compensating the efficiency
of the channel and helicity.

Fhel =
Nhel∑
Nhel

, Nhel =
nhel

ϵhel
=

∑
i−bins nhel,i

ϵhel
(4.13)

where the suffix “hel” is three types of helicity L, 0,R of the W boson, and ϵhelicity is the event selection
and reconstruction efficiency of each helicity in the channel.

The statistical uncertainty, or the covariant matrix Vi, j of the measurement of ni is estimated in the
MINUIT from the second derivative as

V−1
i, j =

∂2 log L
∂ni∂n j

∣∣∣∣∣∣
n=measured

(i = L, 0,R) (4.14)

and V are the covariant matrix of Fi and ni. The errors are propagated into the ones of Fi by

U2
I,J =

L,0,R∑
i

L,0,R∑
j

Vi, j

(∂FI

∂ni

∂FJ

∂n j

)
n={n0,nL,nR}=measured

(I, J = 0, L,R) (4.15)

where UI,J is the covariant matrix of {FI}(I = 0, L,R).
The linearity and error estimation are verified by an ensemble test, before the fittings are per-

formed to the data. The measurements have performed on 10,000 sets of cos θ∗ distributions made
by fluctuating the histogram of nominal template entries bin-by-bin assuming the Poisson distribution
assuming statistics of 1.04 fb−1. Figure 4.30, 4.31, 4.32 show the pull distributions with respect to the
input of the SM top quark pair. The pull is defined, for the measurement of some variable X, as

pull =
Xmeasured − Xcenter value

∆X
(4.16)

where ∆X is uncertainty on the measured value and the distribution is a Gaussian function with mean
of 0 and standard deviation of 1, because errors are estimated so. From the figure, it is proven that the
error is estimated appropriately. The linearity of the measurement are also verified by performing the
analysis on the cos θ∗ distributions obtained from Monte Carlo simulation of various combination of
fraction F0, FL, FR.

• Figure 4.33 shows the linearity for the various combination of FL, FR with F0 = 0.7.

• Figure 4.34 shows the linearity for the various combination of F0, FR with FL = 0.3.

• Figure 4.35 shows the linearity for the various combination of F0, FL with FR = 0.0.

In each case, linearity of the analysis is proven.
Figure 4.36 shows the results of the fit to the data, and Table 4.7 summarizes measured W boson

polarization fluctuation in each channel. For a cross check of the analysis, the measurement by fixing
FR = 0 is performed. Table 4.8 shows the result. Here, the statistical uncertainties of FL and FR are
identical in each channel, since 1 = FL + FR under the condition of FR = 0. In the results, no strange
tendency is seen.
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Figure 4.30: The pull distribution of F0 in each channel with the input of the SM top quark pair
production.

pull FL
-4 -3 -2 -1 0 1 2 3 4
0

100

200

300

400

500

600

700

800

900
Entries  100000

Mean   0.04512

RMS    0.9398

dielectron

pull FL
-4 -3 -2 -1 0 1 2 3 4
0

100

200

300

400

500

600

700

800

900
Entries  100000

Mean   0.0217

RMS     1.002

dimuon

pull FL
-4 -3 -2 -1 0 1 2 3 4
0

100

200

300

400

500

600

700

800

900
Entries  100000

Mean   0.007773

RMS    0.9894

emu

Figure 4.31: The pull distribution of FL in each channel. with the input of the SM top quark pair
production.
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Figure 4.32: The pull distribution of FR in each channel with the input of the SM top quark pair
production.
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Figure 4.33: The linearlity of the FL (top) and FR (bottom) when F0 = 0.7. Horizontal axes are the
values of the input Monte Carlo sample and vertical axes are measured FL and FR.
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Figure 4.34: The linearlity of the F0 (top) and FR (bottom) when FL = 0.3. Horizontal axes are the
values of the input Monte Carlo sample and vertical axes are measured F0 and FR.
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Figure 4.35: The linearlity of the F0 (top) and FL (bottom) when FR = 0. Horizontal axes are the
values of the input Monte Carlo sample and vertical axes are measured F0 and FL.
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Figure 4.36: The result of the template fitting in each channel. In each, the yellow filled histogram is
the sum of the three signals and the background, which are shown without stacking.

(stat only) F0 FL FR

ee 0.566 ± 0.073 0.337 ± 0.042 0.097 ± 0.088
µµ 0.620 ± 0.099 0.360 ± 0.043 0.020 ± 0.073
eµ 0.896 ± 0.098 0.198 ± 0.068 -0.094 ± 0.066

Table 4.7: The result of the W boson polarization measurement in each channel. Statistical error only.
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(stat only) F0 FL

ee 0.634 ± 0.106 0.366 ± 0.106
µµ 0.778 ± 0.070 0.222 ± 0.070
eµ 0.704 ± 0.050 0.296 ± 0.050

Table 4.8: The result of the W boson polarization measurement with FR = 0 fixed in the fitting ,in
each channel. Statistical error only. The statistical errors of FL and F0 are identical in each channel
since they are fully correlated FL + F0 = 1 under the condition of FR = 0.
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4.4.1 Evaluation of Systematic Uncertainties
The uncertainties of the polarization measurement due to the understanding of the detector perfor-
mance and the description of physics process by simulation are taken into account as systematic
uncertainties. The cos θ∗ distributions with various input sets are prepared, and the difference of the
result of the W boson polarization fraction measurement between the nominal input set and each of
them. The detail of the uncertainty sources and their effects to the cos θ∗ distribution are summarized
below.

• Systematic uncertainties on the signal modeling

PDF uncertainty
As mentioned in section 2.3, CTEQ66 which is the PDF set used in this analysis, has 22
parameters with uncertainties. Also the differences among other PDF called MWST2008nlo68cl [41]
and NNPDF20 [42], which use different functions to describe the PDF distributions, are
taken into account.

Monte Carlo generators
The nominal input set uses the MC@NLO Monte Carlo generator. The uncertainty of the
MC generator is estimated by comparing the results with the MC@NLO to that with the
other generator named PowHeg [43]. Both of them based on the next-to-leading order
(NLO) calculation but uses different way of the elimination of the overlap with parton
shower calculation : MC@NLO produces partons in the angular-odering and it is tuned
to only Herwig parton shower, while the PowHeg generator produces the hardest partons
first and can be interfaced to any parton shower algorithm. In both simulations, Herwig
parton shower algorithm is used in this uncertainty estimation.

parton shower
As the uncertainty from the parton shower modeling, the difference between HERWIG
and PYTHIA samples generated by POWHEG generator is taken into account. Figure
4.37 shows the cos θ∗ distributions.
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Figure 4.37: The nominal and modified cos θ∗ distribution by parton shower uncertainty. The his-
tograms are normalized to 1 pb−1.
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ISR/FSR
The uncertainties of the gluon radiation from the initial state radiation (ISR) and final
state radiation(FSR) is estimated by comparing a nominal Monte Carlo simulation with
nominal setting to ones with increased(up)/decreased(down) ISR/FSR within the Perugia
soft/hard tunes variations [44]. The tunes for the FSR and hadronization are done based
on the results from the LEP experiment and ISR from the Tevatron experiments. The set
of samples are ISR-up, ISR-down, FSR-up, FSR-down, both-up and both-down, in total
six samples. Here, AcerMC Monte Carlo generator is used. Figure 4.38, 4.39 and 4.40
show the cos θ∗ distributions by modifying ISR, FSR and both, respectively.
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Figure 4.38: The nominal and modified cos θ∗ distribution by final state radiation uncertainty. The
histograms are normalized to 1 pb−1.
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Figure 4.39: The nominal and modified cos θ∗ distribution by initial state radiation uncertainty. The
histograms are normalized to 1 pb−1.

The top quark mass
The nominal Monte Carlo simulation is produced with top quark mass of 172.5 GeV. The
uncertainty comes from the assumption of the mass is evaluated by performing analysis
on Monte Carlo simulated samples with top quark mass of 167.5, 170, 172.5(Nominal),
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Figure 4.40: The nominal and modified cos θ∗ distribution by initial and final state radiation uncer-
tainty.The histograms are normalized to 1 pb−1.

175.0 and 175.5 GeV. Figure 4.41 shows the cos θ∗ distributions. From the results, the
mass dependence is extracted by linear function fitting, and the uncertainty corresponding
to the top quark mass uncertainty of 0.9 GeV is accounted for.
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Figure 4.41: The nominal and modified cos θ∗ distribution by top quark mass uncertainty. The his-
tograms are normalized to 1 pb−1.

Theoretical cross section estimation on the backgrounds
The uncertainty of the theoretical cross section on the backgrounds has the effect on the
number of the expected background in the fitting function. The cross section of the single
top quark production associated with one W boson is expected to be 15.74+1.06

−1.08pb [45].
The uncertainty of the theoretical cross section of the di-boson is estimated as ±5% [46].
For Drell-Yan background, the treatment is different by the channels. In eµ channel, the
background Z → ττ→ eννµνν is estimated with the Monte Carlo simulation assuming the
cross section of theoretical prediction. The uncertainty on the ratio of the theoretical cross
sections between one with n-partons and n+ 1 partons, that is σ(Z + n+ 1 partons)/σ(Z +
n partons) is estimated to be ±24 % [47]. The uncertainty is estimated by increasing and
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decreasing the Drell-Yan background by +24% (-24%) successively from Z + 0 to Z + 5
partons. In ee and µµ channels, the background is estimated from data. The uncertainty
from the estimation is evaluated by changing the scale factor applied onto the Monte Carlo
simulation as discussed in section 4.2.2 and summarized in Table 4.1 and performing the
same as the single top background estimation above.
The uncertainties from these items are estimated by performing the analysis on the Monte
Carlo simulated sample where the cross section of the single top quark background is
increased and decreased by their uncertainties while the number of background expecta-
tion in the fitting is fixed. The maximum deviation from the nominal result is taken into
account, in each background component.

• Systematic uncertainties from detector modeling.

Jet energy scale
In addition to the jet energy scale uncertainties summarized in section 2.4.5, uncertainty
due to the number of pile-up events is added depending on the region of the η and jet PT .

– |η| < 2.1, pT < 50 GeV : 5 %
– |η| < 2.1, 50 < pT < 100 GeV : 2%
– 2.1 < |η|, pT < 50 GeV : 7 %
– 2.1 < |η|, 50 < pT < 100 GeV : 3%.

For b-tagged jets, in addition to the uncertainties described above, 2.5% uncertainty is
added. These uncertainties are added in quadrature. Figure 4.42 and 4.43 show the cos θ∗

distributions.
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Figure 4.42: The nominal and modified cos θ∗ distribution by jet energy scale uncertainty. The his-
tograms are normalized to 1 pb−1.

Jet energy resolution
The uncertainty due to the jet energy resolution is estimated by smearing momenta of
jets in Monte Carlo simulation by the uncertainty discussed in section 2.4.5. Figure 4.44
shows the cos θ∗ distributions.
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Figure 4.43: The nominal and modified cos θ∗ distribution by b-quark jet energy scale factor uncer-
tainty. The histograms are normalized to 1 pb−1.
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Figure 4.44: The nominal and modified cos θ∗ distribution by b-quark jet energy resolution uncer-
tainty. The histograms are normalized to 1 pb−1.

Jet reconstruction efficiency
The uncertainty due to the jet reconstruction efficiency is estimated by removing recon-
structed jets randomly from Monte Carlo simulation samples based on the uncertainty of
the efficiency.

Lepton measurement
As the uncertainty from the understanding of the energy scale and the resolution of the
charged leptons, the scale factors, which is applied onto the Monte Carlo simulation in
order to compensate the difference between the data and produced simulation as discussed
in section 2.4.2(electron) and 2.4.2(muon), are shifted by their uncertainties.

Trigger efficiency
The uncertainty from the trigger efficiency discussed in section 2.5.1 is estimated by shift-
ing the scale factor by its uncertainty.

b-tagging scale factors
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Uncertainties due to the b-tagging efficiency and the fake rate are estimated by varying
the scale factors applied on the Monte Carlo simulation by their uncertainties as discussed
in section 2.4.6. They are added in quadrature. Figure 4.45 and 4.46 show the cos θ∗

distributions for uncertainties of b-tagging efficiency and fake rate respectively. It is worth
mentioning that the number of events that pass the selection and reconstruction criteria is
effected much by the uncertainty but it does not change the shape of the cos θ∗ distribution.
Therefore, the uncertainty on the W boson polarization measurement due to the b-tagging
uncertainty is small.
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Figure 4.45: The nominal and modified cos θ∗ distribution by b-tagging scale factor uncertainty. The
histograms are normalized to 1 pb−1.
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Figure 4.46: The nominal and modified cos θ∗ distribution by b-tagging fake rate scale factor uncer-
tainty. The histograms are normalized to 1 pb−1.

Fake background estimation
The uncertainty from the estimation of fake background is estimated by changing the scale
factor by ±50 % conservatively.

Color re-connection
The uncertainty due to the color re-connection modeling in the hadronization process is
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estimated as the difference between the color re-connection on and off in the Monte Carlo
simulation. In practical, the comparison between ACERMC using Perugia2010 tune [44]
with and without color re-connection, and A-Pro and ACR-Pro tunes [48], [49]. The
larger deviation is taken into account as the systematic uncertainty. Figure 4.47 and 4.48
show the cos θ∗ distributions for the former and the latter.
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Figure 4.47: The nominal and modified cos θ∗ distribution by color re-connection uncertainty, com-
paring ACERMC with Perugia2010 with and without color re-connection. The histograms are nor-
malized to 1 pb−1.
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Figure 4.48: The nominal and modified cos θ∗ distribution by color re-connection uncertainty, com-
paring and A-Pro and ACR-Pro tunes. The histograms are normalized to 1 pb−1.

Missing ET measurement

In the missing ET measurement, 10% uncertainty on the cell-out term in the missing ET

calculation of equation (2.21) is added as an uncertainty from the pile-up effect.

LAr detector hole
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As discussed in the section 2.3, the problem of the LAr hole is emulated in the Monte
Carlo simulation by removing reconstructed jets and electrons in the region randomly
with the ratio of data accumulated period with and without the hole. The uncertainty of
the way of the hole modeling is estimated by changing the threshold of jets PT = 20 GeV
by ± 4 GeV.

Statistics of the templates
The uncertainty arises from statistics of the templates is estimated by performing the fit-
ting by replacing the templates. The alternative templates are prepared by fluctuating the
entries in each bin assuming the Poisson distribution. 5,000 sets of the template for the
signals and backgrounds are used, and the standard deviation of the measurement results
is taken into account as the uncertainty.

data luminosity
The integrated luminosity of the data used in this analysis has the uncertainty of 3.7%. In
this analysis, the amount of background estimated from Monte Carlo simulation is scaled
to the integrated luminosity based on the theoretical cross section calculation, and in the
fitting, the expected number of background are used as a priori in the likelihood (equation
(4.12)). The uncertainty is estimated by increasing and decreasing the background entries
by the luminosity uncertainty, and performing analysis on it with the number of expected
background in the likelihood function fixed.

ee µµ eµ
F0 FL FR F0 FL FR F0 FL FR

Signal MC 0.157 0.099 0.065 0.131 0.069 0.080 0.050 0.040 0.022
TopMass 0.001 0.011 0.009 0.008 0.008 0.016 0.006 0.006 0.012
I/FSR 0.175 0.112 0.069 0.114 0.092 0.087 0.062 0.033 0.042
Background 0.010 0.006 0.005 0.004 0.002 0.003 0.004 0.004 0.001
Fake estimation 0.042 0.048 0.006 0.017 0.015 0.002 0.039 0.026 0.013
Luminosity 0.011 0.009 0.005 0.007 0.004 0.004 0.006 0.005 0.002
LAr 0.011 0.004 0.007 0.007 0.003 0.003 0.001 0.000 0.001
Lepton SF 0.010 0.007 0.004 0.007 0.005 0.004 0.005 0.003 0.002
Lepton momentum 0.021 0.008 0.014 0.008 0.004 0.005 0.007 0.003 0.004
JES 0.032 0.038 0.048 0.054 0.028 0.059 0.029 0.023 0.036
JER 0.048 0.022 0.036 0.047 0.022 0.026 0.027 0.014 0.014
b-tag 0.014 0.006 0.008 0.005 0.006 0.005 0.003 0.001 0.002
Template MC stat. 0.049 0.071 0.027 0.041 0.064 0.028 0.031 0.043 0.017
PDF 0.010 0.008 0.004 0.007 0.004 0.005 0.007 0.004 0.003
Syst Sum 0.253 0.179 0.118 0.194 0.137 0.139 0.104 0.078 0.066
Stat 0.182 0.118 0.092 0.162 0.088 0.092 0.098 0.068 0.039

Table 4.9: Systematic and statistical uncertainties in each channels of the di-lepton channel.
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The Table 4.9 summarize the systematic uncertainties, and they are added in quadrature. The
measurement result of the W boson polarization in each channel is

ee channel :F0 = 0.484 ± 0.182(stat.) ± 0.253(syst.) (4.17)
FL = 0.429 ± 0.118(stat.) ± 0.179(syst.) (4.18)
FR = 0.087 ± 0.092(stat.) ± 0.118(syst.) (4.19)

µµ channel :F0 = 0.927 ± 0.162(stat.) ± 0.194(syst.) (4.20)
FL = 0.169 ± 0.088(stat.) ± 0.137(syst.) (4.21)
FR = −0.096 ± 0.088(stat.) ± 0.137(syst.) (4.22)

eµ channel :F0 = 0.896 ± 0.098(stat.) ± 0.104(syst.) (4.23)
FL = 0.198 ± 0.068(stat.) ± 0.078(syst.) (4.24)
FR = −0.094 ± 0.039(stat.) ± 0.066(syst.) (4.25)

In the same way, the uncertainty of FR = 0 fixed measurement is estimated and summarized in the
Table 4.10. As statistical uncertainty, the systematic uncertainties of FL and F0 are fully correlated
under the constraint of 1 = FL + F0. In total, the measurement with FR = 0 fixed measurements are

ee channel :F0 = 0.634 ± 0.106(stat.) ± 0.149(syst.) (4.26)
FL = 0.366 ± 0.106(stat.) ± 0.149(syst.) (4.27)

µµ channel :F0 = 0.778 ± 0.070(stat.) ± 0.122(syst.) (4.28)
FL = 0.222 ± 0.070(stat.) ± 0.122(syst.) (4.29)

eµ channel :F0 = 0.704 ± 0.050(stat.) ± 0.090(syst.) (4.30)
FL = 0.296 ± 0.050(stat.) ± 0.090(syst.) (4.31)

and no deviation from the Standard Model is seen neither.

4.4.2 Combination of the Results with BLUE method.
These results were combined, taking into account their uncertainties, by a mathematical method,
so called Best Unbiased Linear Estimator(BLUE) [50] [51]. The method gives a combination of
the results linearly so that combined variance is minimized. Suppose that one performs n times
measurements of some quantities X and Y, and obtains sets of results x1, x2, ..., xn = xi and yi with
2n × 2n covariant matrix E, the combined results x and y by the method are

(
x
y

)
=

(
ωx

1 . . . ωx
2n

ω
y
1 . . . ω

y
2n

)


x1
...

xn

y1
...

yn


(4.32)
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ee µµ eµ
F0 , FL F0 , FL F0 , FL

Signal MC 0.061 0.056 0.043
TopMass 0.019 0.017 0.018
I/FSR 0.088 0.088 0.047
Background 0.003 0.002 0.004
Fake 0.055 0.014 0.012
Luminosity 0.009 0.001 0.004
LAr 0.002 0.001 0.001
Lepton SF 0.005 0.003 0.002
Lepton momentum 0.008 0.003 0.005
JES 0.071 0.048 0.054
JER 0.014 0.005 0.007
b-tag 0.002 0.006 0.002
Template MC stat. 0.032 0.032 0.023
PDF 0.005 0.006 0.003
Syst Sum 0.149 0.122 0.090
Stat 0.106 0.070 0.050

Table 4.10: Systematic and statistical uncertainties in each channels of the di-lepton channel in FR

fixing measurement

where the set ofωi is constant weights and satisfy
∑2n

i ωx
i = 1 and

∑2n
i ω

y
i = 1. The method determines

the weights so that combined covariance

σ2
x(y) =

(
ω

x(y)
1 . . . ω

x(y)
2n

)
E

ω
x(y)
1
. . .

ω
x(y)
2n

 (4.33)

is minimized.
The combined results are unbiased as long as the measurement results are unbiased. The word

“best” in the method name stands for the fact that the method gives the results with the smallest
covariance in the methods that perform the liner combination and are unbiased.

In the combination, the correlation of the systematic uncertainties need to be taken into account.
Generally speaking, measurements with the same instruments and/or methods are affected by the same
systematic uncertainties. These correlation information are set into covariant matrix E as discussed
in section 4.4.3.

The quantities x and y corresponds to two of the fraction FL, F0, FR in this analysis. This time, FL

and F0 are adapted. The n times measurements correspond to measurements in different channels and
method. The covariant matrix E is discussed below.
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4.4.3 Combination of the di-lepton channels
The measurements results are put into the matrix :

Fee
0

Feµ
0

Fµµ
0

Fee
L

Feµ
L

Fµµ
L


(4.34)

and covariant matrix E is

E =



ρ(Fee
0 , F

ee
0 ) ρ(Fee

0 , F
eµ
0 ) ρ(Fee

0 , F
µµ
0 ) ρ(Fee

0 , F
ee
L ) ρ(Fee

0 , F
eµ
L ) ρ(Fee

0 , F
µµ
L )

ρ(Feµ
0 , F

ee
0 ) ρ(Feµ

0 , F
eµ
0 ) ρ(Feµ

0 , F
µµ
0 ) ρ(Feµ

0 , F
ee
L ) ρ(Feµ

0 , F
eµ
L ) ρ(Feµ

0 , F
µµ
L )

ρ(Fµµ
0 , F

ee
0 ) ρ(Fµµ

0 , F
eµ
0 ) ρ(Fµµ

0 , F
µµ
0 ) ρ(Fµµ

0 , F
ee
L ) ρ(Fµµ

0 , F
eµ
L ) ρ(Fµµ

0 , F
µµ
L )

ρ(Fee
L , F

ee
0 ) ρ(Fee

L , F
eµ
0 ) ρ(Fee

L , F
µµ
0 ) ρ(Fee

L , F
ee
L ) ρ(Fee

L , F
eµ
L ) ρ(Fee

L , F
µµ
L )

ρ(Feµ
L , F

ee
0 ) ρ(Feµ

L , F
eµ
0 ) ρ(Feµ

L , F
µµ
0 ) ρ(Feµ

L , F
ee
L ) ρ(Feµ

L , F
eµ
L ) ρ(Feµ

L , F
µµ
L )

ρ(Fµµ
L , F

ee
0 ) ρ(Fµµ

L , F
eµ
0 ) ρ(Fµµ

L , F
µµ
0 ) ρ(Fµµ

L , F
ee
L ) ρ(Fµµ

L , F
eµ
L ) ρ(Fµµ

L , F
µµ
L )


(4.35)

where ρ means the correlation between two parameters.
The measurements of FL, F0 and FR in one channel are correlated each other. This is evaluated as

the covariance of measurements results on pseudo samples. The pseudo samples are cos θ∗ made by
fluctuating, with Poisson statistics, the entry of each bin of the nominal distribution with data of 1.04
fb−1. The figure 4.49, 4.50 and 4.51 show the result in each channel and the Table 4.11 summarize
the correlation.

ee channel µµ channel eµ channel
corr(F0, FL) -0.90 -0.89 -0.95
corr(F0, FR) -0.86 -0.90 -0.85
corr(FL, FR) 0.56 0.62 0.65

Table 4.11: The correlation between the two out of the three fraction values in each channel.

From the statistical point of view, the measurements in the three channels ee, µµ and eµ are inde-
pendent since their event selections are completely exclusive each other by requiring two leptons of
specific flavors.

As to the systematic uncertainties, following correlations are set.

type A
Uncertainty sources which does not care about the channels such as jet energy scale are treated
as fully correlated. In this case, the covariant matrix is

A =



1 1 1 −1 −1 −1
1 1 1 −1 −1 −1
1 1 1 −1 −1 −1
−1 −1 −1 1 1 1
−1 −1 −1 1 1 1
−1 −1 −1 1 1 1


. (4.36)
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Figure 4.49: Distribution of the measurements on ensemble pseudo data set in di-electron channel.
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Figure 4.50: Distribution of the measurements on ensemble pseudo data set in di-muon channel

The component of 1 means correlation between the same quantity FL or F0 among the channels
are correlated and the ones of -1 reflects the anti-correlation between the quantities.

type B
The uncertainty that cares lepton flavor is treated so that it reflect the fact. In this case, the
covariant matrix is

B =



1 1 0 −1 −1 0
1 1 1 −1 −1 −1
0 1 1 0 −1 −1
−1 −1 0 1 1 0
−1 −1 −1 1 1 1
0 −1 −1 0 1 1


. (4.37)

This is the same as type A but with some components of 0, which is the consequence of no
correlation between ee and µµ channels concerning the uncertainties from leptons.

type C
The uncertainty due to lack of templates’ statistics is treated fully uncorrelated. In this case, the
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Figure 4.51: Distribution of the measurements on ensemble pseudo data set in emu channel

covariant matrix is

C =



1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1


. (4.38)

Under the conditions, the combined results are

F0 = 0.920 ± 0.095(stat.) ± 0.104(syst.)
FL = 0.172 ± 0.063(stat.) ± 0.074(syst.)
FR = −0.092 ± 0.046(stat.) ± 0.057(syst.)

(4.39)

and Figure 4.52 shows the result after combining all the channels. Figure 4.53 shows the result on the
F0-FR space. The deviation of the result from the SM expectation is 1.2 σ. The derived weights are
summarized in Table 4.12. Similarly, the combined result of FR = 0 fixed measurement is

F0 = 0.716 ± 0.048(stat.) ± 0.090(syst.) (4.40)
FL = 0.284 ± 0.048(stat.) ± 0.090(syst.) (4.41)

and no deviation from the Standard Model are seen.

4.4.4 The full combination of analyses in ATLAS
The obtained result is compared to other measurements in the ATLAS experiment. Especially, there
is one measurement that uses the same method, template fitting, in order to extract the W boson
polarization but in different channels, so-called single-lepton channel in which only one W boson
decays leptonically. One other measurement uses the same di-lepton channel but extract the W boson
polarization with a different method. These analyses are summarized in the reference [52]. and their
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Figure 4.52: Combined template fitting result in the di-lepton channel. The yellow filled histogram is
the sum of the three signals and the background, which are shown without stacking.

weight(%) ωF0 ωFL

F0

ee -1.00 11.69
eµ 93.41 -20.78
µµ 7.59 9.09

FL

ee 7.00 11.82
eµ -2.64 60.15
µµ -4.36 28.03

Table 4.12: The weight for di-lepton combination derived by BLUE method.

results are shown in Figure 4.54 : all of them are consistent with each other. The result of the full
combination in the ATLAS experiment measurement is

F0 = 0.662 ± 0.055(stat.) ± 0.067(syst.)
FL = 0.326 ± 0.031(stat.) ± 0.034(syst.)
FR = 0.012 ± 0.031(stat.) ± 0.049(syst.)

(4.42)

which is also consistent with the Standard Model.
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Figure 4.53: The the W boson polarization measurement result in the di-lepton channel on the F0-FR

space. The deviation of the result from the SM expectation is 1.2 σ.
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Figure 4.54: The W boson polarization measurements and their combination results from ATLAS
experiment.
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4.4.5 Physics Interpretation of the Measured W boson polarization
Finally, the result is translated into the parameters of the effective Lagrangian of equation (1.13) :
VL, gL and gR. Since the measurement result of the W boson polarization fraction is consistent with
the SM, the parameters are assumed to be real, which means CP conservation. The translation is done
by the acceptance-rejection method which is described below.

1. Take one random number for the parameter to be determined. The parameter VL = 1 and the
other parameters are assumed to be the values in the SM(VR = gL = gR = 0 unless it is the
parameter being examined).

2. Translate the combination of V ′L,V
′
R, g

′
L, g
′
R into the W boson polarization fraction F′0, F

′
L, F

′
R. A

detail calculation is in the reference [10].

3. Calculate the probability P of the polarization fraction F′0, F
′
L, F

′
R from the measurement results

taking into account the correlation among the fractions.

4. Take a random number x in [0-1] and accept the parameter set V ′L,V
′
R, g

′
L, g
′
R if x < P.

5. Repeat the step(1-4) for appropriate times and make a histogram.

6. Regarding the normalized histogram as a probability density function, decide the interval for
confidence level γ so that each out-side of the interval has probability (1 − γ)/2 as Figure 4.55
shows.

γ

1－γ
2

1－γ
2

Confidence interval

Figure 4.55: The definition of confidence interval with respect to the confidence level γ.

With the method, the confidence interval with 68% confidence level for each variables assuming
the others are the SM value. The result from the template method in di-lepton channel analysis
(equation (4.39)) are translated into

Re(VR) ∈ [−0.52 : 0.58] (4.43)
Re(gL) ∈ [−0.26 : 0.23] (4.44)
Re(gR) ∈ [−0.12 : 0.27] (4.45)
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which are consistent with the SM. Figure 4.56 shows the two-dimensional limits on each variables
from the di-lepton analysis.

From the ATLAS combined result (equation (4.42)), the one-dimensional limits are

Re(VR) ∈ [−0.20, 0.20] (4.46)
Re(gL) ∈ [−0.14, 0.11] (4.47)
Re(gR) ∈ [−0.08, 0.04] (4.48)

and the two-dimensional limit on Re(gL)−Re(gR) space is Figure 4.57. All of them are also consistent
with the SM.
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Figure 4.56: The constraint on the Re(VR)−Re(gL) (left), Re(VR)−Re(gR) (middle) and Re(gL)−Re(gR)
(right) parameter spaces from the dilepton analysis assuming imaginary parts of all the parameter and
the real parts of them expect under consideration are zero
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Figure 4.57: The constraint on the Re(gL) and Re(gR) parameter space from the ATLAS combined
results, assuming VL = 1,VR = 0, Im(gL) = Im(gR) = 0.
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Chapter 5

Summary

The W boson polarization fraction is measured with the tt̄ that decay into di-lepton final state in pp
collisions of 1.04 fb−1 in 7 TeV center of mass energy.

In the SM, the top quark decays into a W boson and a b-quark almost exclusively (t → Wb) , with
V-A weak interaction. And the theoretical expectation of the W boson polarization fraction is

F0 = 0.687 ± 0.005
FL = 0.311 ± 0.005
FR = 0.0017 ± 0.0001

where 0, L,R stands for longitudinal, left- and right-handed of the W boson polarization (F0+FL+FR =

1). The strong suppression of FR is one of the consequences of the V-A interaction.
The W boson polarization can be measured from the charged lepton emission angle distribution

from the W boson. In this analysis, the angle θ∗ is defined as the opening angle between the charged
lepton momentum in the W boson rest frame and that of the W boson in the top quark rest frame. The
angle θ∗ in each events are reconstructed from momenta of the bottom quark, the charged lepton and
the neutrino from each top quark.

The analysis focuses on the di-lepton final state in which high purity top quark samples can be
prepared from 109 larger background thanks to the signature of the two charged leptons.

In this measurement, the charged leptons are one of the keys not only for the θ∗ reconstruction but
also for the triggers in the data taking. Especially, muon is better tool given the fact that it does not
suffer from background compared to electron. On that point, this study focuses on the muon detection.
The muon trigger system is established with systematic way during the commissioning period, and
its trigger and reconstruction efficiencies are evaluated with proton collision data.

Concerning the tt̄ event reconstruction, the two neutrinos in the event are also important. This
analysis establishes method that can reconstruct the two top quark decay chains keeping the kinemat-
ical information. By applying the method on the selected events, the W boson polarization fraction is
measured from θ∗(in practical, cos θ∗) distribution and the result is

F0 = 0.920 ± 0.095(stat.) ± 0.104(syst.)
FL = 0.172 ± 0.063(stat.) ± 0.074(syst.)
FR = −0.092 ± 0.046(stat.) ± 0.057(syst.)
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which is consistent with the SM expectation: The background is lowered to almost negligible level
(S/N = 15∼16), and the uncertainty on the background contribution is less than 0.01. The result is
also compared to the other three measurements in the ATLAS experiment and found to be consistent.
By combining the di-lepton analysis with the other results in the ATLAS, the measurement archives
the most presice measuremen in the world :

F0 = 0.662 ± 0.055(stat.) ± 0.067(syst.)
FL = 0.326 ± 0.031(stat.) ± 0.034(syst.)
FR = 0.012 ± 0.031(stat.) ± 0.049(syst.)

(5.1)

From the result, the limit on the parameters in the effective Lagrangian (equation (1.13)) are set as

Re(VR) ∈ [−0.20, 0.20]
Re(gL) ∈ [−0.14, 0.11]
Re(gR) ∈ [−0.08, 0.04]

which is consistent with the SM (VR = gL = gR = 0).
This analysis is the first measurement of the W boson polarization in the top quark decay in

proton-proton collisions at a center of mass energy of 7 TeV. Following the inclusive cross section
measurement, this is a more precise measurement by focusing on kinematical variables and the results
is consistent with the SM with its uncertainty. In addition to the method to reconstruct tt̄ with the di-
lepton final state, this study provides the validity of the tt̄ production and decay modeling for the future
analyses related to the tt̄ di-lepton or di-lepton-like signatures such as a fourth-generation quark t′ and
the charged Higgs boson decays.
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