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Abstract

The t-quark is the heaviest elementary particle observed so far (172.9±1.5 GeV [1]). Owing
to its largest mass, the t-quark is believed to have a strong connection with physics beyond
the Standard Model (SM). It is thus essential to understand the production and the decay
process of the t-quark in the context of the SM through a measurement of the t-quark pair (tt̄)
production cross-section (σtt̄) at the collider experiment. By using a large number of proton-
proton (pp) collision data at

√
s = 7 TeV produced by the Large Hadron Collider (LHC),

ATLAS experiment has been measured σtt̄ in the single-lepton (tt̄ → `+ν`qq
′
bb̄) [2] , di-lepton

(tt̄ → `+ν``
−ν̄`bb̄) [3] and all-hadronic (tt̄ → qq

′
q
′′
q
′′′
bb̄) [4] channel (` = e, µ). The combined

result (177±11 pb) is in good agreement with the SM prediction (164+11
−16 pb).

This thesis reports on the first ATLAS measurement of the σtt̄ using final states characterized
by a lepton (a muon or an electron) and a hadronically decaying τ -lepton (tt̄ → τ+ντ`

−ν̄`bb̄).
This measurement is of importance toward the search for charged Higgs boson (H±) that in
some scenarios predominantly decays into τντ and contribute to this decay process.

Candidate events are extracted from the 2.05 fb−1 pp collision data by requiring a lepton, a
hadronically decaying τ candidate, more than two jets where at least one of them is identified
as originating from a b-quark and a large missing transverse momentum. The τ -lepton either
decays into leptonic (35%, τ → `ν`ντ ) or hadronic (65%, τ → h+nπ0, where h = π±, K±), where
the former case is not used for the identification as it is not distinguishable to that of primary
leptons. The hadronically decaying τ -lepton is reconstructed as a narrow and collimated jet
compared to the quark, gluon originated jet. However, as there is no distinct variable that can
separate between them, a majority of the candidate events come from tt̄ single-lepton events
by one of the jets misidentified as a hadronically decaying τ -lepton.

In order to isolate signal events among candidate events, the analysis exploits a multivariate
analysis based on more than 8 parameters related to the observed τ candidate to calculate the
similarity to the real τ -lepton, which leads to the discrimination of the signal events from
background processes. This is then followed by the background estimation in a data-driven
way to minimize the systematic uncertainty. As the result, σtt̄ is measured to be :

σtt̄ = 186 ± 13 (stat.) ± 20 (syst.) ± 7 (lumi.) pb,

where each uncertainty represents the statistical uncertainty, the systematic uncertainty, and
the uncertainty related to the luminosity determination, respectively.

The observed cross-section is the first σtt̄ measurement with τ -lepton final state at
√
s =

7 TeV, with unprecedented accuracy of dσ/σ =13%. The observed cross-section is consistent
with the theoretical calculation based on the Standard Model. Using the measurement obtained
in this thesis, the upper limit on the branching ratio that the t-quark decays into t → H±b
has been calculated to be 4 - 8% with 95% confidence level, depending on the assumed charged
Higgs boson mass. The ratio of the observed cross-section with that of measured in di-lepton
channel gives 1.00± 0.09. With above results, this thesis demonstrated the validity of the SM,
especially about the t-quark decay into a hadronically decaying τ -lepton (t→ τ+νb).
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Chapter 1

Introduction

Practically, all the experimental data in particle physics experiments can be accounted for by
the Standard Model (SM) formulated in 1970 s, which is based on the quantum field theory. In
the SM, all matter is built from fundamental spin 1/2 particles (fermions), six quarks and six
leptons, with its interaction mediated by the gauge field carried by bosons. The Higgs boson is
predicted as a consequence of the spontaneous symmetry breaking of the Higgs field to endow
the gauge boson masses.

The SM has successfully explained most of the experimental observations derived so far. Up
to now, any significant disagreements have not been reported yet. However, it is insufficient as
there are several deficiencies to be explained, such as a fine tuning problem of the Higgs boson
mass, where the cancellation of O(1019) GeV is necessary to obtain the Higgs boson mass,
O(100) GeV. This is considered to be unnatural unless otherwise a well-motivated physical
mechanism that can naturally explain the cancellation. One of such solution is a supersymmetry
(SUSY) model, where SM counterparts differing by spin 1/2 are postulated as well as five Higgs
bosons (three neutral, two charged) in its minimal extension.

The t-quark is the up-type fermion that belongs to the 3rd-generation of the quark family.
It was firstly discovered at the Tevatron in 1995, which is the former energy frontier experiment
at the center-of-mass energy,

√
s = 1.96 TeV. Since then, the t-quark mass has been measured

precisely to be 172.9 ± 1.5 GeV [1], which is the heaviest fundamental particle observed so
far. Owing to its largest mass, there are several theoretical predictions that new physics could
appear in both the production and the decay process of the t-quark such as the production via a
4th-generation quark, or decay through a charged Higgs boson. These new effect can be probed
upon our understanding of the t-quark related to the production and the decay process, that
can be established by measuring the t-quark pair (tt̄) production cross-section at the collider
experiment. The proton-proton (pp) collision data at the world highest center-of-mass energy
of

√
s = 7 TeV produced by the Large Hadron Collider (LHC), and accumulated by the ATLAS

detector provides a unique opportunity for this measurement.
Based on the 0.7 - 4.7 fb−1 pp collision data, ATLAS experiment has been measured σtt̄

using the single-lepton (tt̄ → `+ν`qq
′
bb̄, ` = e, µ) [2], the di-lepton (tt̄ → `+ν``

−ν̄`bb̄) [3] and
the all-hadronic channel (tt̄→ qq

′
q
′′
q
′′′
bb̄) [4], with its combined cross-section measured to be:

σtt̄ = 177 ± 3(stat.)+8
−7(syst.) ± 7(lumi.), (1.1)
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where each uncertainty represents the statistical uncertainty, the systematic uncertainty and
the uncertainty related to the luminosity determination. The result is consistent with the SM
prediction (164+11

−16 pb) with the uncertainty of 6%, already smaller than the theoretical accuracy
of 10%. With this result, the ATLAS Collaboration has been demonstrated the validity of the
SM about the t-quark production and the decay process.

This thesis reports on the first ATLAS measurement on the tt̄ production cross-section using
final states characterized by a lepton and a hadronically decaying τ -lepton (tt̄→ τ+ντ`

−ν̄`bb̄).
This measurement is challenging as the identification of the τ -lepton is difficult among such a
busy environment at the LHC. However, it is worth measuring toward a search for new physics
beyond the SM such as the charged Higgs boson (H±), predicted by supersymmetry of nature.
If the charged Higgs boson exists with its mass lower than the t-quark mass minus the b-quark
mass, the t-quark can have a substantial branching ratio to H±b. Since the charged Higgs boson
predominantly decays into τντ in large tanβ (the ratio of the vacuum expectation value for
two Higgs doublets in the supersymmetry model), this may increase the branching ratio with
τ -lepton final state. It is therefore necessary to understand the t-quark decay in the context of
the SM through the σtt̄ measurement.

As the analysis makes use of single lepton triggers relying on its large reduction rate, the
commissioning and the daily operation of the ATLAS endcap muon trigger detector has been
performed. This thesis also describes the main achievement during the commissioning period.

The remaining part of the thesis proceeds as followings. In Chapter 2, a framework of
the Standard Model and the theoretical aspect of the tt̄ production and the decay process
are described. The experimental results on the tt̄ production cross-section are also reviewed
to show how well they currently match SM predictions. In Chapter 3, the LHC accelerator
and the ATLAS detector are explained. In Chapter 4, the commissioning of the muon trigger
detector is described. In Chapter 5, the measurement of the tt̄ production cross-section using
final states with a lepton and a hadronically decaying τ -lepton is described. Chapter 6 includes
the conclusion.
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Chapter 2

Physics Backgrounds

2.1 The Standard Model and the tt̄ production cross-

section measurement

2.1.1 The Standard Model

The Standard Model (SM) of particle physics is the currently accepted as a theoretical frame-
work by which the phenomena of the elementary particles are explained. The SM is based on
the quantum field theory, which is a combination of the quantum mechanism and the special
relativity. The guiding principle is a local gauge symmetry, where the Lagrangian is kept to be
invariant under the local gauge transformation.

ψ(x) → ψ
′
(x) = eiα(x)ψ(x), (2.1)

where ψ(x) and ψ
′
(x) are the wave functions of the field before and after the transformation and

α(x) represents a phase at each space point x. This requirement leads to a conservation laws
according to the Noether theorem and naturally introduces an interaction between particles in
terms of the exchange of mediated gauge bosons.

Table 2.1 summarizes all the elementary particles that compose matter, three pairs of quarks
and three of leptons, all of them have a spin 1/2 (fermion). The interactions between fermions
are mediated by the gauge field carried by bosons, the γ for the electromagnetic, the W±/Z for
the weak, the gluon (g) for the strong and the Graviton (G) for the gravitational interactions.
The list of the gauge bosons are shown in Table 2.2.

In addition, the Higgs boson with the neutral charge and the spin zero is predicted to endow
the gauge boson masses (MW = 80 GeV, MZ = 91 GeV) which is originally required to be
zero by the local gauge symmetry [A.1]. On July 2012, both the ATLAS and CMS experiment
announced the discovery (> 5σ) of a new boson in the mass region around 125 − 126 GeV.
Although the observed excess of the event is consistent with the predicted Higgs boson, further
experimental verifications are needed to decide its spin, parity and its coupling constant to the
SM particles.

In spite of the successful description of the experimental observations derived so far, the
SM is considered to be insufficient as there are several deficiencies to be explained. One of
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Table 2.1: Fermions in the Standard Model. Three generations of quarks and leptons catego-
rized by its mass. Q denotes the electric charge in the unit of e, IW

3 is a third component of
the weak isospin, Y W = 2(Q − IW

3 ) is a weak hyper charge, B denotes the baryon number, L
denotes the lepton number and C denotes the color. The subscription L (R) denotes the left
(right) handed, where only left-handed fermion composes SU(2) doublet.
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Table 2.2: Gauge bosons in the Standard Model: three types of gauge bosons with spin one,
each accounts for the strong (g), the weak (W±, Z0) and the electromagnetic (γ) interaction.
The gravity is not listed here. Higgs boson with spin zero is predicted to endow the gauge
boson masses. Wµ (µ = 1, 2, 3) and Bµ are the gauge fields corresponding to the SU(2) and
U(1) gauge group, respectively.

such example is a hierarchy problem, where there is 1040 difference between the strength of
the electroweak force and the gravity. The energy scale at which the gravity approaches to the
electroweak energy scale is given by the plank mass scale, Mplank =

√
h̄c/GN = 1019 GeV.

This brings up a fine tuning problem of the Higgs boson mass, where the correction term of
the Higgs boson mass squared (δm2

H) is given by

m2
H = (mH)2

0 + δm2
H (2.2)

δm2
H =

3Λ2

16π2v2
(−4m2

t + 2m2
W +m2

Z +m2
H + · · · ). (2.3)

Λ is a energy scale to which the SM is applicable (cut-off energy) and (mH)0 is a bare Higgs
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boson mass and v is the vacuum expectation value. The correction term comes from the t-quark
loop, the W±, Z boson loop and the H boson loop as is shown in Figure 2.1.

H

t

H

H H

W±, Z

H H

H

Figure 2.1: Feynman diagrams of the correction term to the Higgs boson mass squared.

Suppose the cut-off energy is close to the plank mass scale (Λ ∼ Mplank), the bare Higgs
boson mass and the correction term need to be finely tuned to be the electroweak energy
scale, O(100) GeV after canceling out O(1019) GeV. This level of cancellation is considered to
be unnatural without a well motivated physical mechanism1. This is so-called the hierarchy
problem.

The SM extension, called supersymmetry (SUSY), is one of the theoretical candidate that
can naturally explain the hierarchy problem [A.2]. The hypothesis of the supersymmetry pos-
tulates a fermion-boson symmetry, where the new fermion (boson) partners are predicted for all
known fundamental bosons (fermions). Since the radiative corrections from virtual boson and
fermion loops are of opposite sign and can cancel out the divergent amplitudes as is shown in
Figure 2.2. Since there are no experimental proof of the SUSY particles with its mass exactly
same with the SM partners, the supersymmetry is somehow a broken symmetry. However, from
the view point of naturalness, it can exist up to the TeV energy scale.

H

t

H

H H

t̃

Figure 2.2: If the t̃-quark (the bosonic parter of the t-quark in the SUSY model) exist, the
hierarchy problem will be naturally solved through the contribution from the right diagram.

One of the widely quoted scheme of the SUSY is the Minimal Supersymmetric Standard
Model (MSSM), where two complex Higgs doublets are required, yielding five physical Higgs
particles (three neutral: h,H,A, and two charged: H±). Suppose the newly discovered boson
at 126 GeV is a Higgs boson, it is a crucial aspect to find another Higgs boson to verify if the

1In the case of the fermion and the gauge boson, the cancellation becomes proportional to ln Λ. Therefore,
the fine tuning is the unique problem for the scalar particle.
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nature adopts the supersymmetry. The discovery of more than two Higgs bosons or the charged
Higgs boson will directly connects to new physics.

2.1.2 tt̄ production cross-section

The t-quark was discovered in 1995 by CDF [5] and DØ [6] experiment at the proton-antiproton
(pp̄) collider at the Tevatron, which is the former energy frontier collider at

√
s = 1.96 TeV. The

t-quark is currently known as the third generation of the up-type quark with its mass measured
to be mt =172.9±1.5 GeV [1], which is the heaviest elementary particle so far. Owing its
largest mass, the t-quark is considered to have a strong connection with new physics such as
the production via a 4th-generation quark or decay through a charged Higgs boson. These
effect can be probed upon our understanding of the t-quark production and the decay, which
can be tested by measuring the t-quark pair (tt̄) production cross-section (σtt̄). By comparing
the measured cross-section to that of the SM prediction, one can assess the validity of our
knowledge concerning to the production and the decay of the t-quark. Furthermore, rather
fortunately, the t-quark possesses following unique characteristics enough to predict σtt̄ with
relatively small accuracy.

• In order to produce tt̄, a momentum transfer q2 ∼ 2mt = 345 GeV is needed. In this q2,
the strong coupling constant (αs), which runs as a function of q2, becomes small (αs ≈ 0.1)
enough to calculate the cross-section precisely (≈ 10%) as a perturbative series in αs.

• The t-quark has a large partial decay width (∝ m3
t ) of 1.5 GeV. This means a typical decay

time of 10−25 s, which is shorter than the hadronization timescale (10−23 s). Therefore,
the tt̄ system is so short-lived that no discrete bound state is formed. The decay process
is thus purely through the well-known weak interaction with small ambiguity (≈ 1%)

At the pp collider with
√
s = 7 TeV, the t-quark pair production cross-section is calculated to

be σtt̄ = 164+11
−16 pb, with only 10% accuracy.

Using 0.7 fb−1 pp collision data accumulated by the ATLAS detector, σtt̄ has been measured
precisely using the single-lepton (tt̄→ `+ν`qq

′
bb̄, ` = e, µ) [2], the di-lepton (tt̄→ `+ν``

−ν̄`bb̄) [3]
and the all-hadronic (tt̄ → qq

′
q
′′
q
′′′
bb̄) [4] channel. Figure 2.3 shows the observed cross-section

and the combined result (177±11 pb), all of them found to be consistent with the SM prediction.
The uncertainty of the combined cross-section reaches 6%, which is smaller than the theoretical
accuracy of 10%. The uncertainty is already limited by the systematic uncertainty except for
the all-hadronic channel.

Now that the tt̄ production cross-section is verified using major decay processes, the next
step is to measure σtt̄ in a segmented manner to look ahead for new physics. At this point, σtt̄

measurement in τ -lepton final state is of importance as this process is sensitive to the existence
of the charged Higgs boson. If the charged Higgs boson exists, and its mass lower than the
t-quark mass minus the b-quark mass, the t-quark predominantly decays into a charged Higgs
boson and a b-quark. In MSSM, one of the two Higgs doublet couples to the up-type fermion
and the other doublet couples to the down-type fermion with different vacuum expectation

9



[ pb ]
  t t

σ
0 50 100 150 200 250 300 350

Combined  7±  -7
+8 3      ±177 

All-hadronic  6± 78 ± 18 ±167 

Dilepton -7
+8   -11

+14 6     ±173 

Single-lepton  7± 9  ± 4   ±179 

-1 Ldt = 0.70 - 1.02 fb∫Data 2011, 
Theory (approx. NNLO)

 = 172.5 GeVtm

 (lumi)± (syst) ±(stat) 

ATLAS Preliminary

Figure 2.3: The measured tt̄ production cross-section in ATLAS experiment. The combined
cross-section is shown in the bottom.

values of vu and vd, respectively2. The event topology depends on the ratio of the vacuum
expectation values, defined as tanβ = vu/vd, and the mass of the charged Higgs boson (m±

H).
The coupling of the charged Higgs boson to the up-type fermion to the down-type fermion
(gHfufd

) is calculated to be

gHfufd
=

g√
2MW

{
mu

(
1 + γ5

2

)
cot β +md

(
1 − γ5

2

)
tan β

}
. (2.4)

Therefore, the charged Higgs boson predominantly decays into τντ when tan β is large. This will
enhance the tt̄ production cross-section in τ -lepton final state compared to the SM prediction.
Figure 2.4 shows the diagram of the charged Higgs boson decay.

g

g

g

b

b̄

`−

ν̄`

τ+

ντ
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W−

t

t̄

g

g

g

b

b̄

`−

ν̄`

τ+

ντ
H+

W−

t

t̄

Figure 2.4: tt̄ events with τ -lepton final states via the W boson decay (left) and the charged
Higgs boson decay.

2
√
v2

u + v2
d is normalized to be the vacuum expectation value in the SM, v = 246 GeV
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The measurements of the tt̄ production cross-section in τ -lepton final state and its com-
parison between different decay channels were performed in the former experiments. Under
the assumption that the charged Higgs boson decays into τντ with 100% of the time, the LEP
experiment set the lower limit for the charged Higgs boson mass to be m±

H > 90 GeV. At the
Tevatron, no evidence were found for the charged Higgs boson production, and the upper limit
was placed on the branching ratio that the t-quark decays into a charged Higgs boson and a
b-quark to be 15 - 20%.

2.2 Theoretical aspect of the tt̄ production cross-section

2.2.1 Overview

Figure 2.5 shows a schematic diagram of the tt̄ production and its decay. The production
process is the result of an interaction between quarks and gluons which are the constituents of
the incoming protons, called partons. The partons possess varying fractions (x1 and x2) of the
four-momenta of their parent protons (p1 and p2). The production cross-section is given by,

σpp̄→tt̄ =
∑

i,j=g,q,q̄

∫ 1

0

fi(x1) dx1

∫ 1

0

fj(x2) dx2 × σ̂ij→tt̄ (αs), (2.5)

where σ̂ij→tt̄ is the short-distance cross-section between parton i and j (called partonic cross-
section), the αs is the strong coupling constant and fi(x1) is the parton distribution function
(PDF) for the parton type i (i = g, q, q̄, where q = u, d, c, s, b). The strong coupling constant
is known to be varied as a function of the momentum transfer in the event (Q). In case of the
tt̄ production, αs becomes the order of ≈ 0.1, which is small enough to calculate the partonic
cross-section as a perturbation series in the strong coupling constant.

2.2.2 The strong coupling constant and the partonic cross-section

The strong coupling constant (αs) decreases with increasing momentum transfer of the event
(Q) due to the antiscreening effect of the strong interaction. The dependence of αs to the
momentum transfer can be written as followings:

αs(Q
2) =

αs(µ
2
R)

1 + b0αs(µ2
R) ln(−Q2/µ2

R)
(2.6)

b0 =
11NC − 2nf

12π
, (2.7)

where NC is the number of quark colors (NC = 3), nf is the number of quark flavors with
its mass lower than Q (nf = 6 in case of the tt̄ production), and µR denotes the (unphysical)
renormalization scale, at which the strong coupling constant is renormalized to keep the consis-
tent dimension of the observable. Typically, µR is chosen so that it is close to the momentum
transfer in a given process to be an effective strength of the strong interaction. In case of the
tt̄ production process, µR = mt is selected.

11
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Figure 2.5: The diagram of the tt̄ production and decay.

The strong coupling constant has been measured in various experiments as shown in Fig-
ure 2.6. The red point is an experimental input [7] from the LEP experiment measured at
Q = MZ [A.3] by which the prediction line is calculated based on the equation (2.6). The
prediction and the data show a decent agreement.

Since the strong coupling constant at Q2 ≈ 2mt = 350 GeV is around 0.1, the partonic cross-
section can be calculated in a perturbative way. Up to the leading-order (LO) and the next-to-
leading-order (NLO) approximation, the partonic cross-section is calculated as a perturbation
series in αs as followings,

σ̂ij→tt̄(αs) = σ1(x1p1, x2p2)αs + σ2(x1p1, x2p2)α
2
s, (2.8)

where σ1 (σ2) denotes the calculated cross-section based on the LO (NLO) diagram, as is
shown in Figure 2.7. As the number of possible diagrams rapidly increase for the higher-order
calculation, it is more time-consuming to calculate quantitatively based on the diagrams. Given
the fact that the effect from NNLO is about O(1%) compared to the LO effect, the partonic
cross-section is calculated up to the NLO effect.

2.2.3 Parton Distribution Function

A proton is composed of several quarks and gluons, which is collectively referred to as partons.
The partons can be categorized into valence quarks, sea quarks and the gluons. The valence
quark denotes the quark or anti-quark which gives rise to the quantum numbers (uud for the
proton, udd for the neutron). The sea quark denotes the quark-antiquark pair (qq̄) arising
from a gluon splitting. The sea quarks are much less stable than the valence quarks, and they
typically annihilate each other within hadrons. Although it is not always possible to maintain
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Figure 2.6: Summary of the measurements of αs as a function of Q. The curves are QCD
predictions for the combined world average value of αs(MZ).
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Figure 2.7: An example of the tt̄ production diagrams in the LO and NLO approximation.

the distinction between the valence quark and the sea quark, their kinematic properties are
sufficiently different that the distinction is useful.

The parton is considered to carry a momentum fraction among the total momentum of the
parent proton. The probability density for finding a parton i (i = g, q, q̄, where q = u, d, c, s, b)
with a momentum fraction x at certain Q2 is known as the parton distribution function (PDF)
and have been measured experimentally using a deep inelastic scattering process with a lepton
and a nucleon3. Figure 2.8 shows the PDF at Q2 = 10 GeV2 and Q2 = 104 GeV2, respectively.
The gluon grows rapidly in small x, which is roughly scaled by x−2. The contribution from the

3For example, fd(x) is measured by νµp → µ−X scattering, as W− only interacts with u quark inside a
proton via u+W− → d process. Similarly, ν̄µp→ µ+X process is used to derive fu(x) and q + g → q + γ and
gg → gg process is used to derive fg(x).
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sea quark becomes much more visible in high-Q2 as the process probes more deeply inside a
proton. Given the same process that requires certain Q2, LHC can make use of more gluons
compared to the former energy frontier experiment, Tevatron. It is expected that the gluon
fusion process (gg → tt̄) and the quark-antiquark annihilation process (qq̄ → tt̄) occurs with
70% and 30% probability of the time at the LHC (

√
s = 7 TeV), while it is 10% and 90%

probability at the Tevatron (
√
s = 1.96 TeV), respectively.
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Figure 2.8: The PDF for Q2 = 10 GeV2 (left) and Q2 = 104 GeV2 (right).

There are soft parton emissions in the initial state associated to the tt̄ production process,
as is depicted by the red line in Figure 2.9. These are basically the interactions which occur
long before the hard scattering process and are called as the initial state radiation (ISR). Since
the majority of these processes have low-Q2, perturbative calculation becomes divergent due to
its large αs (called collinear limit). Therefore, those processes with the transverse momentum,
pT < µF are factored out and absorbed into the PDF. The µF is called as the factorization scale
and can be thought of as the scale which separates the long and short distance physics. The
choice of µF is arbitrary, and typically chosen to be of the order of the momentum transfer, Q
in a given process. In case of the tt̄ events, µF = mt is chosen. Since the majority of the soft
parton emissions always satisfy pT < µF , almost all the initial state radiations are included to
the PDF. The evolution of the PDF as a function of the momentum transfer [A.4] is evaluated
by the DGLAP (Dokshitzer-Gribov-Lipatov-Altarelli-Parisi) evolution equation [8][9][10] and
the theoretical prediction has been checked to be consistent with the measurements [11].
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Figure 2.9: The diagram of the Initial (red) and the Final State Radiation (blue).

2.2.4 Total tt̄ production cross-section

Finally, based on the equation (2.5), the tt̄ production cross-section (σtt̄) at
√
s = 7 TeV pp

collision is calculated, assuming the t-quark mass to be 172.5 GeV. Using the CTEQ parton
distribution function [12], σtt̄ becomes:

σtt̄ = 164.57+4.3
−9.3 (scales) +7.2

−6.5 (PDF) pb, (2.9)

where, the first uncertainty (4.1%) comes from the choice of the renormalization and the fac-
torization scale, and the second uncertainty (4.2%) comes from the PDF [13][14][15][16]. The
renormalization and the factorization scale is taken to be µR = µF = mt, and these uncertain-
ties are estimated by varying them in a range of [mt

2
, 2mt]. The PDF uncertainty is evaluated

by varying them within a possible range. The total uncertainty of the theoretical prediction is
an order of 10%.

2.3 Theoretical aspect of the tt̄ final state

2.3.1 Decay of the t-quark

In the leading-order approximation, the partial decay width of the t-quark via the weak inter-
action can be calculated as,

Γ(t± → W±b) =
GFm

3
t |V 2

tb|
8π

√
2

≈ 1.5 GeV, (2.10)
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where GF = 1.16639 × 10−5 GeV−2 is the Fermi coupling constant and the Vtb is the coupling
strength of the left-handed Wtb coupling in the CKM matrix. The partial decay width of
1.5 GeV corresponds to the lifetime of τ = 1/Γ ≈ 10−25 s.

On the other hand, equation (2.6) suggests that the αs becomes large when the denominator
becomes close to zero. Suppose the momentum transfer ΛQCD, at which the denominator in
equation (2.6) becomes zero, ΛQCD is calculated to be:

ΛQCD = µR exp

{
− 6π

(33 − 2nf )αs(µ2
R)

}
. (2.11)

ΛQCD is called as the hadronization scale, representing the typical energy scale when the strong
interaction becomes strong enough to confine quarks and gluons into hadrons. Assuming µ2

R =
100 GeV2, αs(µ

2
R) = 0.2 and nf = 5 (the number of quark flavors below the energy scale µR) one

obtains ΛQCD = O(200) MeV, which corresponds to the time scale of τ ≈ 10−23 s. Therefore,
the t-quark is the only quark that decays into a on-shell W boson and a bottom-type quark
(d, s, b) before the hadronization.

Since the W boson couples u ↔ d
′
, c ↔ s

′
, and t ↔ b

′
where d

′
, s

′
, and b

′
denotes the

left-handed weak eigenstates of quarks, the probability for each type of the down-type quark
to be observed (mass eigenstate, denoted as d, s, and b) is derived by the following relations: d

′
L

s
′
L

b
′
L

 = VCKM

 dL

sL

bL

 , (2.12)

where,

VCKM =

 Vud Vus Vub

Vcd Vcs Vcb

Vtd Vts Vtb

 =

 0.9743 0.2253 0.0035
0.2252 0.9735 0.0410
0.0086 0.0403 0.9992

 . (2.13)

The above CKM parameters have been derived by the global fit based on the experimental
results obtained so far and the theory under the condition assuming the unitarity of the three
quark generations. In the framework of the SM, it can be said that the t-quark decays into a
W boson and a b-quark (t→ W+b or t̄→ W−b̄) with almost 100% of the time.

2.3.2 Decay of the W boson

The W boson decays into either leptonic (W → `ν, where ` = e, µ, τ) or hadronic (W →
ud

′
, cs

′
, where W → tb

′
is not allowed kinematically), where the latter case includes three color

combinations, RR̄,GḠ,BB̄. Since the coupling of the W boson is proportional to the weak
isospin charge, each of the above decay occurs at the same rate as they all have an isospin charge
of 1/2. Therefore, 3/9 of the W boson decays into leptonic, while 6/9 of the W boson decays
into hadronic. The uncertainty of the branching ratio is less than 1%. Taking into account that
the detector signatures are completely different, and that there is a specific motivation for the
individual decay mode, tt̄ events are categorized based on the decay products of two W bosons,
as summarized in Table 2.3.
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Decay mode Branching fraction
di-lepton channel tt̄→ W (→ eνe)b+W (→ eνe)b 1.2%

tt̄→ W (→ µνµ)b+W (→ µνµ)b 1.2%
tt̄→ W (→ eνe)b+W (→ µνµ)b 2.5%
tt̄→ W (→ τντ )b+W (→ eνe)b 2.5%
tt̄→ W (→ τντ )b+W (→ µνµ)b 2.5%
tt̄→ W (→ τντ )b+W (→ τντ )b 1.2%

single-lepton channel tt̄→ W (→ eνe)b+W (→ qq̄)b 14.8%
tt̄→ W (→ µνµ)b+W (→ qq̄)b 14.8%
tt̄→ W (→ τντ )b+W (→ qq̄)b 14.8%

all-hadronic channel tt̄→ W (→ qq̄)b+W (→ qq̄)b 44.4%

Table 2.3: The categorization of the tt̄ decays with its branching fraction. ` denotes an electron
or a muon. The latter three decay channels include τ -lepton in its final states.

2.3.3 Soft parton emissions

In order to describe the final states of the tt̄ events, it is necessary to deal with soft parton
(quark or gluon) emissions in the final state, collectively referred to as the final state radiation
(FSR), which is shown in the Figure 2.9 by blue lines. As any partons have a color charge,
these partons themselves emit further gluons or produce quark-antiquark pairs, leading to
the formation of parton showers. As the parton shower requires higher-order corrections, a
theoretical approximation called parton shower method is used for the calculation.

The parton showers are commonly formulated as the branchings of one particle into two.
Suppose the parton with type i splits into j + k (e.g, q → q+ g), the splitting probability (dP )
is given by

dP =
αs

2π

dθ2

θ2
dzdφPji(z) =

αs

2π

dE2

E2
dzdφPji(z), (2.14)

where θ and φ is the opening angle and the azimuthal angle of the splitting, and Pji denotes the
i→ j splitting function, which describes the distribution of the energy fraction z of the parton
i carried by the parton j, as shown in Figure 2.10. The splitting function can be calculated as
followings:

Pqq =
3

4

(
1 + z2

1 − z

)
, (2.15)

Pqg =
1

2

{
z2 + (1 − z)2

}
, (2.16)

Pgg = 6

{
z

1 − z
+

1 − z

z
+ z(1 − z)

}
, (2.17)

Pgq =
3

4

(
1 + z2

(1 − z)2

)
. (2.18)

The sequential applications of the above probability will provide a parton shower developed
from each colored parton.
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Figure 2.10: The lowest order QCD splitting functions. Pp
′
p gives the probability that a parton

type p converts into a parton type p
′
. z denotes the momentum fraction of the initial parton.

In order to handle the infrared divergence, where the probability diverges as the emitted
parton becomes collinear (θ → 0) or carries small energy (z → 0), the sudakov form factor ∆s

is applied to the equation (2.14) which is given by

∆s(q
2
1, q

2
2) = exp

{
−αs

2π

∫ q2
1

q2
2

dq2

q2

∫ zmax

zmin

dz

∫ 2π

0

dφPji(z)

}
, (2.19)

giving the probability for a parton to evolve from q2
1 to q2

2 without emitting a further parton.
The q2

1 and q2
2 are called the virtuality, which is defined as the squared of the four-momentum

(invariant mass) before and after the splitting. The parton shower is terminated when the
virtuality falls into the hadronization scale (q2 ∼ ΛQCD).

2.3.4 Hadonization

As the parton shower glows, the interaction scale falls (lower-Q2) and the strong interaction
coupling rises, and eventually triggers the process of the hadronization. In the hadronization
process, partons are bound into colorless hadrons. It is therefore detected as a group of hadrons,
called hadronic jet, in the detector. All the partons such as the b-quark from the t-quark
decays, the qq̄ from the W boson decays and the other soft parton emissions experience the
hadronization process.

Since the hadronization process is non-perturbative, there are several models that relies on
the general features of the QCD with its tuning based on the experimental observation. A
widely used model is called the string-model, where the final state partons are connected by
the color strings with its thickness of the order of 1 fm and breaking them up into hadrons. The
breaking condition is that the string has a potential energy of the order of the hadron masses,
where it becomes energetically favored to create a new quark-antiquark pair. The two string
segments then begin to stretch and break again until all the energy has been converted into
quark-antiquark pairs connected by short string segments, which can be identified as hadrons.
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Chapter 3

LHC−ATLAS experiment

The tt̄ production cross-section measurement exploits the proton-proton (pp) collision data at√
s = 7 TeV produced by the Large Hadron Collider (LHC), and recorded by the ATLAS (A

Toroidal LHC Apparatus) detector. This section gives the brief review about the LHC and the
ATLAS detector, as well as the particle reconstruction scheme.

3.1 LHC and the tt̄ production

The LHC lies in the underground tunnel which was excavated at depth varying between 45 and
170 m with its circumference of 26.7 km. It is located at the borderline between Switzerland and
France. The accelerator consists of 1232 dipole superconducting magnets and 392 quadrupole
magnets. The former magnets are used to bend the protons to keep the beam trajectory to
follow the circular path with its magnetic field strength of 8.3 T. The latter magnets are used
to focus the proton beam to raise the collision probability. Two set of protons are accelerated
up to 7 TeV in opposite directions, and designed to make a collision at

√
s = 14 TeV. During

2011, LHC was operated at
√
s = 7 TeV due to the safety concerns.

Figure 3.1 shows a schematic view of the LHC. Protons are firstly generated using a hydrogen
nuclei by separating the electron and injected to the LINear ACcelerator (LINAC), where it
is accelerated up to 50 MeV. Then, one after the other, protons are injected to the Proton
Synchrotron Booster (PSB, 1.4 GeV), the Proton Synchrotron (PS, 26 GeV), the Super Proton
Synchrotron (SPS, 450 GeV) before injected to the LHC. Table 3.1 summarizes LHC main
parameters. In 2011, protons are bundled into 1380 bunches, each consists of 1.4×1011 protons.
The collision interval is 50 ns (20 MHz) and the maximum instantaneous luminosity reaches
up to 3.5 × 1033 (1/cm2s).

Figure 3.2 shows the theoretical cross-sections for various physics processes as a function of√
s in pp (pp̄) collisions at the luminosity of L = 1033/cm2s. The total production cross-section

is an order of O(100) mb, which is dominated by the inelastic scattering processes via the strong
interactions. The σt denotes the inclusive t-quark production cross-section, including both the
tt̄ production and the single t-quark production as is shown in Figure 3.3. At

√
s = 7 TeV,

the tt̄ production cross-section is predicted to be 164.6 pb, while that of the single t-quark is
84.9 pb. This requires 10−9 reduction to extract the meaningful tt̄ events. In this thesis, this
reduction is achieved by using a lepton trigger (10−5) and the event selection (10−4).
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Figure 3.1: The schematic view of the LHC accelerator, where protons are accelerated up to
7 TeV. The ATLAS detector is placed at one of the four interaction points.

unit designed parameter (2011)
Proton beam energy [TeV] 7 3.5
Relativistic γ − 7461 3730
Magnetic field strength of the dipole magnet [T] 8.3 4.2
Number of protons per bunch − 1.15 × 1011 1.4 × 1011

Number of bunches − 2808 1380
Circulated beam current [kA] 11.85 5.93
RMS bunch length (σz) [cm] 7.55 6
RMS beam size (σx, σy) [µm] 16.7 22
Instantaneous peak luminosity [1/cm2s] 1.0 × 1034 3.5 × 1033

Interval of the beam collision [ns] 25 50

Table 3.1: The LHC main parameters. The upper half shows the beam related parameters,
while the latter half shows the luminosity related parameters.

3.2 ATLAS detector and the tt̄ identification

There are four interaction points at the LHC, where oppositely running protons collide each
other. The collision events are closely observed by the dedicated detector, called ATLAS (A
Toroidal LHC ApparatuS), CMS (Compact Muon Solenoid), LHCb (LHC-beuty) and ALICE
(A Large Ion Collider Experiment). The ATLAS and the CMS detector [18] are the general-
purpose detector designed to cover a wide range of physics at the LHC.

Figure 3.4 shows the schematic view of the ATLAS detector. From inner to outer, it consists
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Figure 3.2: The cross-sections for various physics processes at the luminosity of L = 1033/cm2s.
Left side of the plot is for pp̄ collision, while right side for pp collision [17].

of the inner tracker, the solenoid magnet, the liquid-argon (LAr) electromagnetic calorimeter
(ECAL), the hadronic calorimeter (HCAL), the toroid magnet, and the muon spectrometer.
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Figure 3.3: Diagrams including a t-quark in the final state. From left to right, the tt̄ production
and the single-top production via the t-channel, the Wt-channel and the s-channel.

Figure 3.4: The schematic view of the ATLAS detector. The detector has a cylindrical shape
with its size of 25 m×25 m×44 m. The overall weight is 7000 tonnes.

The origin of the coordinate system is defined to be the interaction point. The positive
x−axis is defined in a direction from the origin towards the center of the LHC ring. The
positive y−axis is taken to be upward. The positive z−axis is defined according to the right-
handed system and is in parallel with the beam direction. The azimuthal angle φ is measured
from the positive x−axis and the polar angle θ is measured from the positive z−axis. In most
cases, pseudo-rapidity (η) is used instead of θ which is defined as

η = − ln

{
tan

(
θ

2

)}
. (3.1)
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The pseudo-rapidity is an approximation of the rapidity [B.1], assuming that the particle mass
to be zero. The rapidity is additive under the Lorentz transformations along the z-axis, which
means that the rapidity difference is boost-invariant. The particle production rate is constant
as a function of the rapidity.

Figure 3.5 shows the expected event topology of the signal events (tt̄ → τ+`−ντ ν̄`bb̄). The
signal event includes one high-pT lepton (a muon or an electron), one hadronically decaying
τ -lepton, two b-quarks directly coming from the t-quark, and two neutrinos.

Figure 3.5: The expected final state of the signal events for the muon channel (left) and the
electron channel (right). The charge of the τ -lepton and the lepton can be opposite.

The electrons are stopped by the LAr calorimeter by forming the electromagnetic shower,
while quarks (u, d, c, s, b) and gluons are fragmented into group of hadrons, so-called hadronic
jets, and stopped by the hadronic calorimeter. The radiation length1 of the electromagnetic
calorimeter (≈ 22X0) and the interaction length2 of the hadronic calorimeter (≈ 10λ) were op-
timized enough to contain target particles, while limiting punch-through to the muon spectrom-
eter. Figure 3.6 shows the radiation length for the inner tracker, electromagnetic calorimeter,
and the interaction length for the hadronic calorimeter as a function of |η|. Among the hadronic
jets, one can identify the jet originated from the b-quark by observing a large secondary vertex
inside the jet with respect to the primary vertex, as it composes b-hadron state having a large
lifetime of cτ = 420 µm. The identification of the b-jet is called b-tagging. The τ -lepton has
a short lifetime of 2.9×10−13 s (cτ = 87 µm) enough to decay before reaching the detector. It
is identified using hadronic decay (e.g, τ → π±π0ντ , 65%), as the leptonic decay (τ → `ν`ντ ,
35%) is not distinguishable between primary leptons coming from the interaction point. The
hadronically decaying τ -lepton composes narrow jet compared to the other hadronic jet, and
leaves odd number of charged tracks inside the inner tracker. Since the decay products of
the hadronically decaying τ -lepton normally includes π0 and π±, both the electromagnetic and
the hadronic calorimeter detect the energy deposits. The muons are identified by observing a
charged track at the outermost muon spectrometer with matching tracks in the inner tracker.

1The path length by which an electron loses its energy up to 1/e ≈ 37% due to the bremsstrahlung.
2A mean free path to reduce the number of relativistic charged particle to 1/e.
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The missing transverse momentum is constructed based on the momentum imbalance calcu-
lated by the vector sum of pT from all visible particles, projected onto the transverse plane,
which is used as a signature of the neutrino.
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Figure 3.6: (From left top to right bottom) Radiation length for the inner tracker, electro-
magnetic calorimeter in the barrel and the endcap, and the interaction length for the hadronic
calorimeter as a function of |η|.

3.3 ATLAS sub-detector

3.3.1 Inner Tracker and the Solenoid Magnet

The main role of the inner tracker is to detect charged particles and to reconstruct its trajectory
for the pT measurement. The designed pT resolution is,

σpT

pT

= 0.05 × pT (GeV) ⊕ 1%. (|η| < 2.5) (3.2)

The another role is to reconstruct primary vertices with its resolution of 10 µm in xy plane and
50 µm in z direction for the identification of the collision vertex and the b-tagging.

24



The inner tracker includes, from inner to outer, the Pixel detector (Pixel), the SemiConduc-
tor Tracker (SCT), and the Transition Radiation Tracker (TRT). These are immersed in 2 T
magnetic field produced by the superconducting solenoid magnet with its size of 5.3 m (length)
×2.5 m (φ). Figure 3.7 shows the cross-sectional view of the inner tracker and Table 3.2
summarizes its coverage with its intrinsic accuracy.

Figure 3.7: The cross-sectional view of the inner tracker in the barrel.

R coverage (mm) z coverage (mm) accuracy (µm)
Beam pipe 29 < R < 36
Pixel
3 cylindrical layers (barrel) 51 < R < 123 0 < |z| < 401 10 (R-φ) 115(z)
2×3 disks (endcap) 89 < R < 150 495 < |z| < 650 10 (R-φ) 115(R)

SCT
4 cylindrical layers (barrel) 299 < R < 514 0 < |z| < 749 17 (R-φ) 580(z)
2×9 disks (endcap) 275 < R < 560 839 < |z| < 2735 10 (R-φ) 580(R)

TRT
73 straw planes (barrel) 563 < R < 1066 0 < |z| < 712 130
160 straw planes (endcap) 644 < R < 1004 848 < |z| < 2710 130

Table 3.2: Coverage of the inner tracker and its intrinsic accuracy.

Pixel Detector (Pixel)

The pixel detector is placed at the innermost part of the detector and consists of three cylindrical
layers placed from R = 50.5 mm to 122.5 mm in the barrel. In case of the endcap, three disk-
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shaped pixel detectors are placed vertical to the beam axis from z = 495 mm to z = 650 mm.
The coverage of the pixel detector is |η| < 2.5.

The outstanding feature of the pixel detector is its fine granularity. It consists of two-
dimensional semi-conducting silicon sensors with a pixel size of 50 × 400 µm2. The intrinsic
accuracy of the space-point measurement is 10 µm in φ and 115 µm in z (R) direction at the
barrel (endcap) region. The detection efficiency of the pixel detector is more than 99% at a
bias voltage of 150 V.

Semiconductor Tracker (SCT)

The second part of the inner tracker is the semiconductor tracker (SCT), covering |η| < 2.5.
The SCT consists of strip type semiconductor sensor with four layers in the barrel (r = 299 mm,
371 mm, 443 mm, 514 mm, respectively) and nine disk-shape layers in the endcap, starting
from z = 839 mm to z = 2735 mm. Each layer has two sided readout. It is aligned so that the
charged particle can cross more than 8 layers in total.

The SCT consists of 6.4 cm long silicon sensors in z direction with a mean strip pitch of
80 µm in φ at the barrel. In case of the endcap, it is aligned radially with 80 µm pitch in φ
direction. One side of the SCT strip sensor has a small stereo angle of 40 mrad with respect to
the another side in order to achieve space point measurement. The intrinsic position resolution
is 17 µm in φ, and 580 µm in z (R) direction in the barrel (endcap). The SCT is operated with
a bias voltage of 150 V and its hit efficiency reaches up to 99%.

Transition Radiation Tracker (TRT)

The outermost part of the inner tracker is surrounded by the Transition Radiation Tracker
(TRT). It covers up to |η| < 2.0, starting from R = 563 mm to R =1066 mm in the barrel,
while from z =848 mm to z = 2710 mm in the endcap region. The TRT is composed of
73 layers of straws interleaved with fibers (barrel) and 160 straw planes interleaved with foils
(endcap), which provides transition radiation for the electron identification. All charged tracks
with pT > 0.5 GeV and |η| < 2.0 will traverse at least 36 straws except fo the barrel-endcap
transition region (0.8 < |η| < 1.0). Each straw tube has an anode sense-wire with its radius of
31 µm with gold plated tungsten and polypropylene-fiber with 70 mg/cm3 used as a radiator.
The diameter of the tube is 4 mm and its length is 144 cm in the barrel and 37 cm radially placed
in the endcap. These tubes are superimposed so that the charged track with pT > 0.5 GeV can
cross at least 36 layers. The tube is filled with mixed gas of Xe : CO2 : O2 = 70 : 27 : 3. The
intrinsic position resolution is 130 µm at the operating voltage of 1530 V.

Owing to the interleaved radiators, the charged track experiences transition radiation with
its power (W ) proportional to W ∝ h̄ωpγ where ωp is the plasma frequency and typically
h̄ωp ≈ 20 eV [19]. Given the same momentum, the light particle such as an electron tend to
deposit large energy (typically 6 GeV) and emits ultraviolet rays (3− 30 keV), while this is not
the case for the heavy particles such as the proton and the charged pion. This feature is used
to discriminate electrons among other charged particles.
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Solenoid Magnet

In order to measure the transverse momentum (pT ) of the charged particle, ATLAS detector has
a 2 T superconducting solenoid magnet between the inner tracker and the calorimeter (2.46 m
< R <2.56 m) with its length of 5.3 m. The solenoid magnet is operated under the current of
7.73 kA and at the temperature of 4.5 K. To reduce materials as low as possible while keeping
the required magnetic field strength, the radiation length of the solenoid magnet is designed to
be ≈0.66X0.

3.3.2 Calorimeter

The main role of the calorimeter is to stop the electromagnetic (originated from electrons or
photons) jet and the hadronic (originated from quarks or gluons) jet and to measure its energy.
The liquid-argon (LAr) calorimeter is used as the electromagnetic calorimeter (denote as ECAL)
for both the barrel (|η| < 1.475) and the endcap (1.375 < |η| < 3.2) region. The hadronic
calorimeter (denote as HCAL) consists of three different types of calorimeters: scintillator tile-
calorimeter (|η| < 1.7), LAr hadronic endcap calorimeter (1.5 < |η| < 3.2) and LAr forward
calorimeter (3.1 < |η| < 4.9). The designed energy resolution is:

σE

E
=

10√
E(GeV)

⊕ 0.7% (|η| < 3.2,EM calorimeter), (3.3)

σE

E
=

50√
E(GeV)

⊕ 3% (|η| < 3.2, hadronic calorimeter), (3.4)

σE

E
=

100√
E(GeV)

⊕ 10% (3.2 < |η| < 4.9, hadronic calorimeter). (3.5)

Figure 3.8 shows the cutaway view of the calorimeter system and Figure 3.9 shows its
structure. The eta coverage and the channel granularity is one of the key aspect of the detector
design in order to reconstruct several benchmark physics processes with desired resolution,
which is arranged as shown in Table 3.3.

EM calorimeter

The electromagnetic calorimeter is placed outside the solenoid magnet and covers |η| < 3.2. It
consists of the accordion shaped lead absorber plates with the thickness of 1.1 mm∼2.2 mm with
liquid-argon filled between them. Three layers of Kapton electrodes are placed in the middle of
the lead plate, where the ionized electron is detected. Owing to its accordion geometry, not only
complete φ symmetry without azimuthal crack but also the uniformity of the signal detection
is achieved. The LAr calorimeter has a fine granularity with its typical size of ∆η × ∆φ =
0.025×0.025 enough to achieve the desired mass resolution of O(1 %) needed for the benchmark
physics process such as H → γγ.

Since the drift time of the ionized electron is 5 mm/µs, the maximum drift time results
in 400 ns. In order to achieve better time response, only first arrival electrons within 50 ns
is used. In |η| < 1.8, active LAr layer with a thickness of 1.1 cm (|η| < 1.52) and 0.5 cm
(1.5 < |η| < 1.8) is used to correct the energy loss by electrons and photons upstream of the
calorimeter (called presampler).
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Figure 3.8: The cutaway view of the ATLAS calorimeter.
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Figure 3.9: The basic structure of the LAr electromagnetic calorimeter (left) and the hadronic
calorimeter (right). The granularity of the LAr calorimeter is ∆η × ∆φ = 0.025 × 0.025, while
it is ∆η × ∆φ = 0.1 × 0.1 for the hadronic calorimeter.

Hadronic calorimeter

The tile-calorimeter, covering |η| < 1.7 and 2.28 m< R <4.25 m, is a sampling calorimeter using
a series of steel (as the absorber) and scintillator (as the active layer). The tile-calorimeter is
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barrel endcap
EM calorimeter #layers |η| coverage #layers |η| coverage

3 |η| < 1.35 2 1.375 < |η| < 1.5
2 1.35 < |η| < 1.475 3 1.5 < |η| < 2.5

2 2.5 < |η| < 3.2
∆|η| × ∆φ ∆|η| × ∆φ

1st layer 0.025/8 × 0.1 |η| < 1.40 0.050 × 0.1 1.375 < |η| < 1.425
0.025 × 0.025 1.40 < |η| < 1.475 0.025 × 0.1 1.425 < |η| < 1.5

0.025/8 × 0.1 1.5 < |η| < 1.8
0.025/6 × 0.1 1.8 < |η| < 2.0
0.025/4 × 0.1 2.0 < |η| < 2.4
0.025 × 0.1 2.4 < |η| < 2.5
0.1 × 0.1 2.5 < |η| < 3.2

2nd layer 0.025 × 0.025 |η| < 1.40 0.050 × 0.025 1.375 < |η| < 1.425
0.075 × 0.025 1.40 < |η| < 1.475 0.025 × 0.025 1.425 < |η| < 2.5

0.1 × 0.1 2.5 < |η| < 3.2
3rd layer 0.050 × 0.025 |η| < 1.35 0.050 × 0.025 1.5 < |η| < 2.5

LAr hadronic #layers
endcap 4 1.5 < |η| < 3.2

∆|η| × ∆φ
0.1 × 0.1 1.5 < |η| < 2.5
0.2 × 0.2 2.5 < |η| < 3.2

LAr forward #layers
calorimeter 3 3.1 < |η| < 4.9

∆x× ∆y (cm)
1st layer 0.75 × 0.65 3.10 < |η| < 3.15

3.0 × 2.6 3.15 < |η| < 4.30
0.75 × 0.65 4.30 < |η| < 4.83

2nd layer 0.83 × 1.05 3.20 < |η| < 3.24
3.3 × 4.2 3.24 < |η| < 4.50
0.83 × 1.05 4.50 < |η| < 4.81

3rd layer 1.35 × 1.18 3.29 < |η| < 3.32
5.4 × 4.7 3.32 < |η| < 4.60
1.35 × 1.18 4.60 < |η| < 4.75

Scintillator tile #layers #layers
calorimeter 3 |η| < 1.0 3 0.8 < |η| < 1.7

∆|η| × ∆φ ∆|η| × ∆φ
1st, 2nd layer 0.1 × 0.1 |η| < 1.0 0.1 × 0.1 0.8 < |η| < 1.7

3rd layer 0.2 × 0.1 |η| < 1.0 0.2 × 0.1 0.8 < |η| < 1.7

Table 3.3: |η| coverage, granularity, and the segmentation in depth of the ATLAS calorimeter.

segmented in depth in three layers, approximately 1.5, 4.1 and 1.8 interaction lengths (λ) for
|η| < 1 and 1.5, 2.6 and 3.3 λ for 0.8 < |η| < 1.7, as shown in Figure 3.10. The typical detection
granularity is ∆η × ∆φ = 0.1 × 0.1.
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The endcap region (1.5 < |η| < 3.2) is covered by the LAr hadronic calorimeter. which
consists of two independent wheels per each endcap. Each wheel is divided into two segments in
depth with a typical granularity of ∆η×∆φ = 0.1×0.1 (1.5 < |η| < 2.5) and ∆η×∆φ = 0.2×0.2
(2.5 < |η| < 3.2).

Finally, extremely forward region (3.1 < |η| < 4.9) is covered by the LAr calorimeter with
copper tube electrode to accommodate with high ionization rate. This benefits the uniformity of
the calorimeter coverage and the reduction of the background levels to the muon spectrometer.
The interaction length of the forward calorimeter is 10λ.
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Figure 3.10: Segmentation in depth and η of the tile-calorimeter for |η| < 1 (left) and for
0.8 < |η| < 1.7 (right). The vertical axis is R.

3.3.3 Muon Spectrometer and the Toroid Magnet

Figure 3.11 shows the schematic view of the ATLAS muon spectrometer. The muon spectrom-
eter has two kinds of trigger chambers and two kinds of precision tracking chambers. RPC
(Resistive Plate Chamber, |η| < 1.1) and TGC (Thin Gap Chamber, 1.1 < |η| < 2.4) are
dedicated to the fast muon trigger by which the trigger decision is made to the muons with
pT > 6 GeV from 40 MHz pp collisions. On the other hand, MDT (Monitored Drift Tube,
|η| < 2.7) and CSC (Cathode Strip Chamber, 2.0 < |η| < 2.7) are dedicated to the precise pT

measurement by means of the magnetic deflection produced by the toroidal magnetic field of 2
to 6 T·m. The designed pT resolution is:

σpT

pT

= 3% (pT < 100 GeV), (3.6)

< 10% (pT < 1 TeV). (3.7)
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Figure 3.11: Schematic view of the ATLAS muon spectrometer (Quarter cut). There are two
trigger detector (RPC and TGC) and two precision tracking chamber (MDT and CSC).

Thin Gap Chamber (TGC)

TGC is a multi-wire gas chamber filled with mixed gas of CO2 : nC5H12 = 55 : 45. In order
to accommodate with 25 ns bunch crossing, the distance between the anode sense-wire to the
cathode strip is determined to be 1.4 mm. The interval of the sense-wire is 1.8 mm. TGC is
operated under the limited proportional region [C.1] and its gain is 106. The hit efficiency is
more than 98% in an active region.

Resistive Plate Chamber (RPC)

RPC consists of the high-resistance Bakelite plate (1010 Ωm) faced each other, filled with
mixed gas of C2H2F4 (tetrafluoroethane) : C4H10 (isobutane) : SF6 (sulphur hexafluoride)
= 94.7% : 5% : 0.3%. By applying 9 kV to the electrode, induced pulse by the charged particle
is read out with the position resolution of 1 cm and the time resolution of 2 ns.

Monitored Drift Tube (MDT)

MDT is composed of a set of proportional counter with the conductor tube (radius of 30 mm)
and the anode sense-wire with its radius of 25 µm. It is filled with mixed gas of Ar : CO2

= 93% : 7% at 3 bar. High voltage of 3400 V is applied to the anode-wire. By measuring
the drift time (typically a few 100 ns) and its corresponding drift circle, one can perform the
tracking making use of three widely separated stations. The position resolution is 50 µm for
the individual tube.
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Cathode Strip Chamber (CSC)

CSC is a multi wire gas chamber, which is similar to TGC. The interval of the anode-wire is
2.5 mm and the cathode-strip is orthogonally aligned to the anode-wire with 5 mm pitch. By
actively letting the charged particle to have a cross talk between the strip channels (typically 3
∼ 5 channel), the position resolution of 60 µm is achieved by making use of barycenter of the
readout charge.

Toroid Magnet

The large air core superconducting toroid magnet is placed to perform the pT measurement of
the traveling muon. It consists of the eight-fold superconducting coils and placed in the barrel
and both endcap region, as shown in Figure 3.12 (Left). The coverage of the magnetic field
is 25.3 m in length and 9.4 m < r < 20.1 m for the barrel, while 1.65 m < r < 10.7 m with
axial length of 5.0 m for the endcap region. Figure 3.12 (Right) shows the computed magnetic
field integrals as a function of |η|. The prediction line has been partially confirmed in the
barrel region with a precision of 0.2%. The magnetic field is not uniform, especially around
barrel-endcap transition region (1.35 < |η| < 1.65) due to the superposition of the magnetic
field produced by both magnet system.
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Figure 3.12: (Left) The schematic view of the ATLAS magnet system and (Right) magnetic
filed integrals as a function of |η|.

3.4 Particle Reconstruction and the Trigger

All the detector signals are collected and converted into the particles, so-called particle recon-
struction. This section summarizes the particle reconstruction scheme for the tracks, vertices,
as well as the physics objects such as the electrons, hadronic jets, muons and the τ -leptons.
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3.4.1 Track and Vertex Reconstruction

In order to reconstruct tracks and corresponding vertices, five parameters (so-called track pa-
rameters) are calculated at the perigee, the closest approach of a track to the beam line. The
typical parametrization is the inverse transverse momentum (q/pT ), where q denotes the charge
of the track, azimuthal angle (φ), polar angle (cot θ), transverse impact parameter (d0), and
longitudinal impact parameter (z0 × sin θ) with respect to the interaction point. The track
parameters are derived in five steps:

1. The hit information from the Pixel and the SCT is converted into the cluster, while TRT
hit timing is converted into the drift circle.

2. Track seeds are formed from a combination of the space points from three layers in the
Pixel and the first layer in the SCT. The track seed is then extended to the remaining
part of the SCT and becomes a track candidate after performing the fitting. Any clusters
that are not associated to the track candidates are removed.

3. Selected tracks are extrapolated to the TRT and takes association with its drift circle.
The left-right ambiguity of the TRT drift circle is resolved at this stage.

4. Track is refitted again with the full information from all three detectors.

5. After reconstructing tracks, vertex finder algorithm [B.2] is used to reconstruct the pri-
mary vertex.

Figure 3.13 shows the typical vertex resolution in xy and xz plane during 2011. The RMS
of the vertex is 10∼ 20 µm in xy plane and 60 mm in z direction, which is already close to the
designed value. The pT resolution is evaluated using Z → µµ process in data, and estimated
to be:

σpT

pT

= 0.038 × pT (GeV) ⊕ 1.5%, (3.8)

which is also equivalent to the designed performance. The slightly larger offset term is attributed
to the multiple scatterings.

3.4.2 Electron reconstruction

Electron reconstruction starts from a seed electromagnetic cluster with transverse energy above
2.5 GeV. Then, all the tracks found in the inner tracker that is not coming from γ conversion
(γ → e+e−) pair are extrapolated to the electromagnetic calorimeter. The matching is taken
within a broad ∆η×∆φ = 0.075× 0.125 window. If there is no matching tracks, those jets are
discarded. To ensure the considering electromagnetic jet coming from the electron, the ratio
E/p, the energy of the cluster to the momentum of the track is required to be less than 10.
According to the MC simulation, 93% of the true isolated electrons with ET > 20 GeV and
|η| < 2.5 is kept as an electron candidate.

The energy resolution of the electron has been evaluated using Z → ee process in data, by
fitting the invariant mass distribution using a Breit-Wigner convolved function. The obtained
mass resolution is 2 - 4 GeV, which corresponds to the electron energy resolution of 1 - 3 GeV.
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Figure 3.13: Typical vertex resolution in (left) xy plane and (right) xz plane.

Although this is slightly worse compared to the one expected from the equation (3.3), this is
almost within our expectation.

3.4.3 Muon reconstruction

Muon is reconstructed in following four steps:

1. Build the track segment in each of the three MDT layers and link them to form the muon
track. Hough transformation [B.3] is used to find straight tracks.

2. Extrapolate the track segments into the inner tracker taking into account the multiple
scattering and the energy loss (typically 3 GeV) in the calorimeter.

3. Matching is taken between the extrapolated track segment and the track found in the
inner tracker. If the matching is taken, it is called as the combined muon. The fake muons
such as the punch through muons from π/K decay in the calorimeter and the muons from
the beam background is drastically suppressed.

4. Finally, matching χ2 (denote as χ2
matching) is defined for the combined muon as

χ2
matching = (TMS − TID)T(CMS + CID)−1(TMS − TID)T, (3.9)

where T denotes a vector of the track parameters and C represents its covariance matrix.
The subscript of ID and MS represents the inner tracker and the muon spectrometer. The
combined track is selected so that it gives the minimum χ2

matching.
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The muon pT is calculated by means of the sagitta in the barrel [B.4], and the point-angle
measurement in the endcap region. As is described in [B.4], the muon pT resolution (∆pT/pT )
is determined by the energy loss fluctuation traversing the material in front of the muon spec-
trometer (∝ 1/pT ), multiple coulomb scattering (∝ const.) and the single hit resolution, such
as the miss-alignment effect and the calibration (∝ pT ).

During 2009, the muon pT resolution has been measured using cosmic ray muons by means
of the width of the fitted distribution of the relative pT difference (∆pT/pT ) between the top
and the bottom halves of the track. The observed pT resolution is fitted as a function of pT

with following formula:
∆pT

pT

=
p0

pT

⊕ p1 ⊕ p2pT , (3.10)

where p0, p1, and p2 represents energy loss fluctuation term, multiple scattering term, and
intrinsic resolution term, respectively. The result shows 4% in pT < 100 GeV and 12% up to
pT = 1 TeV, while it is designed to be a few % in pT < 100 GeV and 10% up to pT = 1 TeV.
This is almost consistent with our initial expectation.

3.4.4 Jet reconstruction

Jets are reconstructed in three steps: (1) the clustering, (2) jet finding and (3) the energy
calibration.

1. Clustering
The clustering is performed starting from each calorimeter clusters reconstructed by the
topological cluster algorithm. The seed cell is defined by requiring high energy deposit
with S/N > 4, where all the neighboring cells are collected into the cluster. The next-
to-next neighboring cells are added if S/N > 2. In this way, four-vector (E, px, py, pz) is
reconstructed assuming the cluster mass to be zero.

2. Jet finding
Jet finding is performed using the anti-kT algorithm [20] to translate each cluster infor-
mation into jets. In the anti-kT algorithm, the distance between the cluster i and the
cluster j is defined in the pT −R plane (dij) defined as

dij = min(p−2
T,i, p

−2
T,j)

∆R(i, j)2

R2
, (3.11)

where ∆R(i, j) =
√

(∆η2
ij + ∆φ2

ij). R = 0.4 is used as the distant parameter within which

jet finding is performed.

The anti-kT algorithm proceeds by identifying the smallest dij, denote as dmin. If dmin =
dij 6= dii, anti-kT combines ith and jth jet into kth jet by adding the four-vector by
pk = pi + pj. On the other hand, if dmin = dii is satisfied, meaning there is no clusters
to be added within ∆R < 0.4, it is recognized as a jet and removed from the list of
considering jets. This procedure is repeated until all the clusters will be removed from
the list of considering clusters. In this way, all the original clusters belong either one of
the jets.
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3. Energy calibration
The observed energy at the calorimeter does not represent the energy of the original

parton (a quark or a gluon) due to the undetected neutron and the initial and the final
state radiation. Therefore, the energy calibration is performed to get back the energy of
the original parton.

• Energy loss due to the undetected neutron. This requires the biggest energy calibra-
tion of about 25%. The other effect such as the detector hole, noise, track bending
in or out the jet cone due to the solenoid magnet are also considered.

• Energy loss or increase due to the underlying events such as the initial and the final
state radiation, the fragmentation, and the pile-up.

The energy calibration is performed based on the MC where the generated energy and
the reconstructed energy is compared to make a response function as a function of pT , η
and the energy density. This level of jet is called particle-level jet. Second, calibration
parameters are derived from data by using pT -balanced events such as di-jet or γ+ jet.
By using γ as a tag, one can check the detector response for the known-pT jet. This
provides a series of calibration parameters as a function of pT and η. This level of jet is
called parton-level jet, which is the one used in the analysis.

In 2011, the jet energy resolution is evaluated using di-jet events, featuring its pT balance.
The data is used by requiring two back-to-back leading jets, satisfying at least ∆φ ≥ 2.8 rad
between them, and that both jets to be in the same rapidity region. The jet energy resolution
is evaluated as the asymmetry between the transverse momenta of two leading jets and the
fitted gaussian σ is used to characterize the jet energy resolution. The obtained resolution is
10-14% worse compared to the expectation.

3.4.5 b-tagging

The identification of the b-jet (b-tagging) makes use of their specific properties: the long lifetime
of the b-hadron (cτ = 420 µm), where measurable secondary vertices that are well separated
from the primary vertex is observed, the large b-hadron mass, and the large branching ratio
into leptons. In this analysis, the output score from two b-taggers, JetFitter and IP3D, are
combined using a neural network and used as a discriminant variable.

The JetFitter exploits the topology of b and c hadron decays inside the jet to find a common
line on which the primary vertex, the b and c hadron decay vertices lie, as well as their position
on this line, giving an approximated flight path for the b-hadron. The discrimination between
b-jet and other jets is based on a likelihood using masses, momenta, flight-length significances,
and track multiplicities of the reconstructed vertices. The IP3D b-tagger uses transverse and
longitudinal impact parameter significances of each track within the jet to determine a likelihood
that the jet originates from a b-quark.

3.4.6 Reconstruction of the hadronically decaying τ-lepton

As is mentioned in section 3.2, the reconstruction of the τ -lepton only focuses on the hadron-
ically decaying τ -lepton. Since the τ -lepton originally has an electric charge, the hadronically
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decaying τ -lepton can be classified into 1 prong (denote as τ1), where the number of charged
track (Ntrack) inside the jet is one, or the multi prong (denote as τ3) where Ntrack ≥ 2, taking
into account the inefficiency of the track reconstruction. Table 3.4 summarizes the basic decay
mode of the hadronically decaying τ -lepton and Figure 3.14 shows its typical signatures.

Decay mode Branching fraction
τ1 τ− → π−ντ , τ

+ → π+ν̄τ 18%
τ− → π−π0ντ , τ

+ → π+π0ν̄τ 40%
τ− → π−π0π0ντ , τ

+ → π+π0π0ν̄τ 15%
τ− → π−π0π0π0ντ , τ

+ → π+π0π0π0ν̄τ 2%
others including K± 2%

τ3 τ− → π−π+π−ντ , τ
+ → π+π−π+ν̄τ 15%

τ− → π−π+π−π0ντ , τ
+ → π+π−π+π0ν̄τ 7%

others including K± 1%

Table 3.4: The dominant decay mode of the hadronically decaying τ -lepton. 60% of the decay
mode includes additional π0 which immediately decays into 2γ.
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Figure 3.14: Basic signatures of the hadronically decaying τ -lepton. The weak current that
couples to the τ -lepton is either pseudo-scalar (π±), vector (ρ) and axial vector (a1). If the
τ -lepton decays via ρ or a1, additional π0 is emitted, which immediately decays into 2γ.

The reconstruction of the hadronically decaying τ -lepton starts from the calorimeter jets
with pT > 10 GeV and |η| < 2.5 reconstructed by the anti-kT algorithm. The four-vector is
calculated based on the topological clusters associated to them, assuming the mass to be zero.
Then, all the tracks satisfying pT > 1 GeV, number of pixel hits ≥ 2, number of pixel hits
plus number of SCT hits ≥ 7, |d0| < 1.0 mm and |z0 sin θ| < 1.5 mm are associated to the jet
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if these are within ∆R < 0.2. d0 is the distance of the closest approach of the track to the
reconstructed primary vertex in the transverse plane. The jet satisfying this requirement is
called τ candidate.

3.4.7 Trigger

At the LHC’s designed luminosity of L = 1034/cm2s, the total cross-section of the inelastic
scattering is an order of O(100) mb. This results in pp collision rate about 1 GHz. However,
data recording rate is limited to 300 MB/s from the view point of current resources. Assuming
1.5 MB/event is needed, trigger rate must be suppressed up to O(200) Hz. This requires 105

reduction against the huge inelastic scattering background, while keeping maximum efficiency
for the standard model processes and possible new physics processes.

In order to achieve 105 reduction, there are three stages of the trigger decision scheme: leve-
1 (40 MHz → 75 kHz), leve-2 (75 kHz → 3.5 kHz), and the Event-filter (3.5 kHz → 200 Hz).
The leve-1 trigger is a hardware-based trigger, built on the detector electronics. Based on
the information from the muon trigger detector (TGC and RPC) and the calorimeter (ECAL
and HCAL), trigger is generated if there is a distinctive signals such as high−pT leptons or
energetic jets in the event. The higher level trigger (leve-2, Event-Filter) is a software-based,
where offline reconstruction is performed and further suppression is performed up to 200 Hz.
The reduction rate is O(20) in both cases.

Table 3.5 shows the main trigger menu adopted at the end of 2011 at L = 3.3×1033 (1/cm2s) [21]
as well as its trigger rate. The level-1 and the Event-filter successfully reduces the total trigger
rate up to 75 kHz and 200 Hz, respectively.

Trigger L1 EF L1 rate EF rate Target physics
selection selection (kHz) (Hz)

Single muon 11 GeV 18 GeV 8 100 W,Z, tt̄
Single electron 16 GeV 22 GeV 9 55 W,Z, tt̄
Two muon 2 × 11 GeV 15, 11 GeV 8 4 J/ψ,Υ, Z,B
Two electron 2×10 GeV 2×12 GeV 2 1 J/ψ,Υ, Z
Two τ -lepton like jet 15, 11 GeV 29, 20 GeV 7.5 15 Z → ττ,H → ττ
Two photon 2×12 GeV 2×20 GeV 3.5 5 H → γγ
singel jet plus Emiss

T 50, 35 GeV 75, 55 GeV 0.8 18 W, tt̄
Emiss

T 50 GeV 70 GeV 0.6 5 W, tt̄, SUSY
multi jet 5×10 GeV 5×30 GeV 0.2 9 QCD
Total < 75 212

Table 3.5: Main trigger menu and its trigger rate at the end of 2011 at L = 3.3×1033 (1/cm2s).
L1 represents leve-1 and EF represents Event-filter. Sensitive physics processes are also shown.
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Chapter 4

Commissioning of the ATLAS endcap
muon trigger detector

4.1 Introduction

In this thesis, single lepton (a muon or an electron) triggers are used, relying on its large
reduction rate. Given the fact that the lepton trigger efficiency directly affects to the acceptance
of the signal events, I’ve conducted the commissioning and the daily operation of the endcap
muon trigger detector, Thin Gap Chamber (TGC), which is dedicated to trigger muons with
pT > 6 GeV from 40 MHz pp collision in 1.0 < |η| < 2.4. In order to maximize the trigger
efficiency, which is the most essential parameter of the detector, following steps are taken:

1. Measure the hit efficiency using cosmic ray muons. Based on the result, operation pa-
rameters (e.g, applied high-voltage and the threshold voltage for the signal digitization)
are optimized chamber by chamber basis to maximize the hit efficiency.

2. Timing adjustment between the TGC hit and the data acquisition timing (distributed
radio-frequency clock) in ATLAS to maximize the matching efficiency.

This chapter describes above accomplishment after a brief review of the detector.

4.2 Thin Gap Chamber

4.2.1 Detection principle

TGC consists of 3408 multi-wire gas chambers with a typical size of 2×2 m2. It is aligned along
the concentric circle with its radius of 12.5 m, called big-wheel, as shown in Figure 4.1. There
are three big-wheels: TGC1, TGC2 and TGC3 at both endcap, each consists of three, two and
two gas-gap layers located at |z| = 13 m, 14 m and 14.5 m, respectively.

The structure of the chamber is depicted in Figure 4.2. TGC adopts two-dimensional
readout by the anode sense-wire (denote as wire) for r measurement and the cathode-strip
(denote as strip) for φ measurement. The wire is made from tungsten with its radius of 50 µm
aligned with 1.8 mm pitch, where 7 - 20 wires (depending on η) are bundled together as one
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TGC1

TGC2

TGC3

Figure 4.1: (Left) TGC big-wheel viewed from the interaction point. (Right) TGC layout in
the longitudinal plane. Horizontal axis represents z (mm) and vertical axis represents r (mm).

readout channel. The strip is made from glass epoxy plate with pasted carbon on the surface to
see mirror charges induced by the wire. The strip is aligned perpendicularly to the wire apart
from 1.4 mm, which is optimized to accommodate with short bunch-crossing intervals (25 ns).
There are 264,472 readout channels for the wire and 53,760 readout channels for the strip.

The chambers are operated under the limited proportional mode [C.1] with mixed gas of
CO2 : nC5H12 = 55% : 45% at 1 atm. The high-voltage of 2800 V is applied to the wire for the
readout. When the muon passes through the gas-gap, it ionizes gas molecules and produce 10
- 20 primary electrons through its trajectory. These electrons drift to the wire and experiences
townsend-type avalanche [C.2]. This results in O(106) electrons (≈1pC), which leads to the
expected hit efficiency in an active region with more than 98%. The hit efficiency depends on
the applied high-voltage and the threshold voltage for the digitization.

Figure 4.3 shows an intrinsic time jitter distribution depending on the incident angle. The
typical time jitter is 25 ns, which is comparable to that of the bunch-crossing intervals. There-
fore, the timing adjustment between the rising edge of the time jitter distribution and the data
acquisition timing is inevitable to maximize the trigger efficiency (Section 4.4).

4.2.2 Trigger decision scheme

TGC is designed to trigger muons with pT > 6 GeV, by roughly calculating the transverse
momentum of the traveling muon within a latency of 2-3 µs. The pT calculation makes use of
the magnetic deflection induced by the endcap toroid magnet located before TGC. Since the
muon trajectory is bent with its curvature proportional to p−1

T , comparison between the actual
hit position and the one assumed by the infinity momentum muon (pT = ∞, no magnetic effect)
gives an index of the muon pT . The calculation is performed based on the detector electronics:

1. Require three out of four (denote as 3/4) coincidence in TGC2+TGC3 and two out of
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1.8 mm

1.4 mm

1.6 mm G-10

50 µm wire

Pick-up strip

+HV

Graphite layer

Figure 4.2: Cross-sectional view of (left) the triplet chamber and (right) the doublet chamber.
The triplet has strips on the two outer layers only. (Right) Typical structure of the gas-gap.

Figure 4.3: Intrinsic time jitter distribution depending on the incident angle. The incident angle
is measured from vertical with respect to the TGC plane. This measurement is performed using
3 GeV π− beam with small chamber (1.8 mm ×1.4 mm) operated at 3.1 kV.

three (denote as 2/3) coincidence in TGC1 to avoid an accidental coincidence.

2. Make the infinity momentum line by connecting the interaction point and the actual hit
position at TGC3.

3. Evaluate the cross-point of the infinity momentum line at TGC1 and compare it to
the actual hit position at TGC1. The difference (δr, δφ) becomes an index of pT and
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compared to the predefined coincidence window as shown in Figure 4.4. Each colored
region corresponds to the pT in a range of [6,10,15,20,40] GeV. If the observed (δr, δφ) is
inside this range, trigger is generated together with its pT label.

dPhi
-6 -4 -2 0 2 4 6 8

dR

-15

-10
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0

5

10

15

6GeV 10GeV 15GeV 20GeV 40GeV

Figure 4.4: Example of the coincidence window

Figure 4.5 shows the TGC electronics system with which all the above calculations are per-
formed. First of all, all the signals from each chamber are amplified, discriminated and shaped
by the chamber-mounted electronics called ASD (Amplifier-Shaper-Discriminator). The thresh-
old voltage of the digitization is one of the operation parameter that decides the hit efficiency.
These signals are sent to the Patch-Panel (PP) ASIC, where the collision bunch-crossing is
identified (BCID). Then, 2/3 coincidence (TGC1) and 3/4 coincidence (TGC2+TGC3) are
performed by the Slave Board ASIC (SLB). SLB also has a readout buffer (L1 Buffer), where
all the hit information is held while waiting the level-1 trigger signal. The maximum latency is
3.2 µs.

As a second step, all the coincidence signals from SLB are sent to the high-pT module (HPT)
located at the outer rim of the TGC1 big-wheel. HPT module takes a coincidence between
TGC1 and TGC2+TGC3, independently in r (wire) and φ (strip) direction. These coincidence
signals are sent to the electronics-hut outside the ATLAS cavern via 50 - 90 m optical fibers
and received by the Sector Logic (SL) module. The SL takes r-φ coincidence and passes it
to the Muon Interface to the Central Trigger Processor (MUCTPI). Together with calorimeter
information, Central Trigger Processor (CTP) performs the final trigger decision.
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Finally, once the trigger decision is made, trigger signal is sent back to the SLB and all the
hit information at the specified bunch-crossing is sent to the Read Out Driver (ROD) via the
Star Switch module (SSW).

Figure 4.5: Overview of the TGC electronics system. The blue box represents a variable delay.
The trigger line is shown in the red line and the readout line is shown in the blue line.

In order to adjust the trigger timing and to achieve flexible data-taking, more than 122,832
registers are implemented on the electronics such as the signal delay functionality, masking
functionality to mask the noisy channels and the monitoring functionality to detect any error
states. These registers are implemented on ASICs and FPGAs (Field Programmable Gate
Array) and controlled/monitored by the Single Board Computer. Table 4.1 summarizes number
of main electronics board and registers implemented in the trigger system.

Item # of electronics # of registers
ASD (Amplifier Shaper Discriminator) 20704 0
PS (PP and SLB) board 672 118800
SSW (Star Switch) module 224 1536
HPT (high-pT ) module 192 1536
SL (Sector Logic) module 72 960

Table 4.1: Number of main electronics board and registers used in the trigger system.

In order to make a trigger decision, all the hit information from the same bunch-crossing
need to be adjusted at the input of the coincidence logic located at the SLB. The time of flight
difference depending on the incident position (44.9 ns - 63.9 ns) and the different cable length
from ASD to PP (65 ns - 116 ns) were absorbed by the signal delay and the BCID delay circuit
implemented on the PP ASIC. The arrival timing at the SLB was adjusted within 0.9 ns [22].
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4.3 Measurement of the hit efficiency

In order to measure the TGC hit efficiency, the analysis exploits cosmic ray muons that could
penetrate to the underground experiment area. Since the angle dependence of the cosmic
ray muon is proportional to cos2 θ, where θ is the measured angle from the top, most of the
muon comes from the vertical direction. Since the coincidence window only accepts particles
coming from the interaction point (40◦ < θ < 70◦), trigger condition is loosened to have 3/4
coincidence in TGC2 + TGC3 instead of additionally requiring 2/3 coincidence at TGC1. With
this condition a trigger rate of 10 Hz was obtained per each side of the detector, resulting in
more than 500 M cosmic ray muons collected during the commissioning period.

Following method was developed for the hit efficiency measurement (following discussion
focuses on TGC2+TGC3 case, as an example):

• To evaluate the hit efficiency in ith layer, it is required to have one and only one wire and
strip hit in each of the other three layers. In this way, 3/4 trigger condition is satisfied
independently of the presence of a hit in the layer under evaluation. The number of events
satisfying this requirement becomes a denominator.

• Check if the ith layer has at least one hit within the acceptable region. The number of
events satisfying this requirement becomes a numerator

Figure 4.6 shows the hit efficiency of the wire as a function of the applied high-voltage. The
hit efficiency is separately measured for each side (A or C) and TGC1 or TGC2+TGC3. The
horizontal axis represents the applied high-voltage, where the data points are taken at 2650 V,
2750 V, 2800 V and 2850 V, respectively. The hit efficiency increases as a function of the
applied high-voltage and reaches its plateau at 2800 V with 93%. In order to see more detail,
Figure 4.7 shows the efficiency map in r-φ (wire-strip) plane and its η projection, meaning the
strip efficiency. The efficiency drop is observed due to the support materials inside the chamber.
The direction of the support material is in parallel to the strip channel and its fraction accounts
for 3-6%, depending on the chamber type. The observed efficiency drop is consistent with the
wire support location, which is shown in the blue band. The chamber has an ideal hit efficiency
of 98% in an active region, which is limited by the inefficiency caused by the insufficient number
of primary electrons or short distance of the muon passage. The observed efficiency of 98% is
almost consistent with the calculation based on the simulation. In this way, 93% hit efficiency
can be attributed to the intrinsic efficiency decreased by the fraction of the support materials.

In order to maximize the hit efficiency, optimization has been performed for the applied
high-voltage and the threshold voltage used in the discriminator at ASD. The threshold has
been firstly optimized based on the occupancy level derived by the random trigger data, where
−60 mV is found to be optimal for the wire and +70 mV for the strip. For those channels with
its occupancy higher than 10−4, threshold is raised individually to suppress fake triggers.

Then, the optimization of the applied high-voltage is performed based on the efficiency at
2800 V (denote as ε2800) and the efficiency difference between 2800 V and 2850 V (denote as
∆ε = ε2800 − ε2850). For those chambers with ε2800 < 90% or ∆ε < −5%, applied high-voltage
was raised from 2800 V to 2850 V or 2900 V. For other chambers, high-voltage of 2800 V is
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Figure 4.6: Measured wire hit efficiency as a function of the applied high-voltage (turn-on
curve). The hit efficiency reaches its plateau at 2800 V with 93%.
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Figure 4.7: (Left) efficiency map in the wire-strip (r-φ) plane. Same type of the chamber is
combined. The vertical axis is the wire channel and the horizontal axis is the strip channel.
(Right) Projection to the strip channels, meaning the strip efficiency. The blue band shows the
location of the support materials.
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chosen. As the result, 178 chambers (5.2%) are raised to 2850 V and 151 chambers (4.4%) are
raised to 2900 V. By this optimization, almost all the chamber successfully reaches its plateau
efficiency, and the uniformity of the hit efficiency has been improved. As a consequence, the
systematic uncertainty related to the hit efficiency was reduced from 2.6% to 0.7%. At the
same time, one could minimize the load to the detector, while keeping the ideal hit efficiencies,
which helps to keep the ideal trigger performance for the long-term use in the future.

4.4 Adjustment of the trigger timing

Once the hit efficiency is ensured, the trigger timing was adjusted to the rising edge of the data
acquisition timing, i.e, the rising edge of the distributed radio-frequency clock to maximize the
matching efficiency. The concept of the timing adjustment is depicted in Figure 4.8. The left
figure shows the best clock phase, where all the hits from the TGC are recognized as one bunch-
crossing wherever the actual hit (shown in the blue arrow) is inside the time jitter distribution.
However, it is not the case for the right figure.

Figure 4.8: The sketch of the timing adjustment. Note that the rising edge of each time jitter
distribution has been already adjusted within 0.9 ns, using the signal delay and the BCID delay
circuit, as is described in see Section 4.2.2.

In order to find out the best clock phase, following scheme has been established:

1. Shift the clock phase of the distributed radio-frequency clock. The shift is performed by
using the additional delay module and fed into the LHC clock line in Figure 4.5.

2. Evaluate the fraction of events at the expected collision bunch-crossing. If the clock phase
is the best position, all the events are detected at one bunch-crossing. The best clock
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phase is determined when the fraction of the events become maximum at the expected
collision bunch-crossing.

The method has been applied to the beam collision data when there are 25 bunches filled
by protons out of 2808. This enables us to specify the exact collision bunch-crossing. If the
trigger is generated, data at the collision bunch-crossing is recorded together with neighboring
bunch-crossings. Figure 4.9 shows the observed fraction of events at the expected collision
bunch-crossing as a function of the shifted clock phase. According to this measurement, −2 ns
is found to be optimal. However, −4 ns is taken as the final value taking into account the
fluctuation of the clock phase caused by the possible temperature fluctuation. The success of
this timing adjustment leads to the maximization of the trigger efficiency.
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Figure 4.9: The observed fraction of events at the expected collision bunch-crossing as a function
of the shifted clock phase. The origin is the clock phase when the data-taking started.

Finally, after the trigger timing was adjusted, muon trigger efficiency was measured. In
order to avoid the trigger bias, the data acquired by the jet trigger is used. Figure 4.10 shows
the trigger efficiency for the pT threshold of 6 GeV as a function of pT . The horizontal axis is
the offline muon pT , while the vertical axis is the trigger efficiency. The efficiency reaches its
plateau at pT = 10 GeV with its efficiency of 93.6%. The data points are fitted using the Fermi
function which is defined as

f =
A

1 + exp
(
−pT−B

C

) , (4.1)

where A is the plateau efficiency, B is the threshold and C is the resolution.
The result is slightly better than the original expectation of 93%, which is estimated based on

the detector performance and the fraction of the dead region. This demonstrate that the success
of the commissioning, especially the optimization of the threshold voltage and the applied high-
voltage as well as the timing adjustment developed in this thesis. This achievement ensures
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Figure 4.10: The turn-on curve of the muon trigger efficiency with pT threshold of pT > 6 GeV.
1

the application of the muon trigger for collecting the tt̄ events including a lepton, and measure
the production cross-section with high signal acceptance.

4.5 Development of the TGC monitoring system

Figure 4.11 shows the TGC monitoring tool, which has been developed to periodically monitor
the detector condition and to spot any TGC-related issues (e.g, wrong electronics configuration,
temporal power-glitch and the rapid trigger spike) as soon as possible. More than 1000 status
registers from PP, SLB, SSW, HPT and SL modules are monitored every 30 seconds and, in
case of the problems, alert the shifter about the problem as well as its prescription. There are
mainly four categories that the monitoring tool pays attention:

Status of the TGC electronics All the status registers are checked every 30 seconds. The
check result is displayed at the left-top window. If there are any problems to be noticed, alert
the shifter and display the instructions at the bottom message window.

Trigger rate The trend of the TGC trigger rate is shown every 10 seconds. The shifter is
notified if there is any suspicious trigger drops and spikes that could be caused by the beam
condition and the power-glitch.

Luminosity Instantaneous luminosity is continuously monitored every 1 second and the cor-
relations between the luminosity and the total trigger rate is shown, where one can expect
the linear correlation. If it is not, it could be the signature of the problems such as the noisy
channels disturbing the meaningful trigger or the temporal power-glitch.
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Detector performance The relevant histograms can be checked to see the detector perfor-
mance (Figure 4.11, right). For example, hit profiling, trigger timing, hit efficiency and the
occupancy level can be monitored to find out any problematic signatures. This tool is used
for the daily calibration to investigate noisy channels, dead channels, and trigger functionality
during the beam injection. The operation parameters are tuned based on the result every day.

Figure 4.11: (Left) Example of the TGC monitoring panel, and (right) data quality monitor
by which one can check the various histograms to see the detector performance.

The usage of the monitoring system has helped to minimize the loss time due to the TGC-
related issues. The TGC operating efficiency during the physics data-taking in 2011 has been
kept to be more than 98%, while overall data-taking efficiency of the ATLAS detector reaches
more than 94% [23]. This helps to increase the available pp collision data and results in better
statistics for all physics analysis that relies on the muon trigger.

49



Chapter 5

Measurement of the tt̄ production
cross-section using final states with a
lepton and a hadronically decaying
τ-lepton

5.1 Analysis overview

The tt̄ production cross-section is measured using 2.05 fb−1 pp collision data accumulated by
the ATLAS detector, from April to August in 2011. The analysis exploits the final states with
a lepton and a hadronically decaying τ -lepton as is shown in Figure 5.1, which includes,

• tt̄→ W (→ τhadντ )W (→ `ν`)bb̄

• tt̄→ W (→ τhadντ )W (→ τ(→ `ν`ντ )ντ )bb̄

where ` denotes an electron or a muon1, and τhad denotes the hadronically decaying τ -lepton.
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ντ ντ
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Figure 5.1: The diagrams of the tt̄ events including a lepton and a hadronically decaying
τ -lepton. These processes are treated as the signal events in the analysis.

1In the following thesis, the word lepton denotes an electron or a muon, unless otherwise mentioned.
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Starting from single lepton triggers, a series of event selections are applied to extract candi-
date events based on the expected final topology: a lepton, a hadronically decaying τ candidate,
more than two jets where at least one of them is identified as originating from the b-quark, and
a large missing transverse energy (Emiss

T ). For the remaining candidate events, the cross-section
is calculated as

σtt̄ =
Ndata −Nbackground

AL
(5.1)

where,

• Ndata : Number of events which pass the event selection

• Nbackground : Number of estimated backgrounds in Ndata

• A : Acceptance of the signal events including a branching ratio that the t-quark pair
decays into τ and lepton pairs, and the detector efficiency (estimated by the simulation).

• L : Integrated luminosity

The most essential aspects of the analysis is (1) to determine and optimize the event se-
lection, by which statistically sufficient signals are expected against backgrounds and (2) to
estimate the number of backgrounds (Nbackground) with lowest possible uncertainty. The back-
ground processes to be considered are shown in Figure 5.2. The appearance of the hadronically
decaying τ -lepton is similar to that of the electromagnetic jet or the hadronic jet. Therefore,
most of the background processes mimic the signal event either by jet faking τ candidate or by
electron faking τ candidate. The former case is the majority. Table 5.1 categorizes background
processes and its estimation method used in the analysis. The background processes coming
from jet faking τ candidate is estimated in a data-driven way, while other backgrounds are
estimated using corresponding MC simulation.

background processes estimation method
real lepton + jet faking τ (a), (b) data-driven
real lepton + electron faking τ (d) (e) MC
real lepton + real τ (irreducible) (f), (g), (h) MC
fake lepton + jet faking τ (c) data-driven

Table 5.1: Categorization of the background processes and the estimation method.

After the event selection, dominant background comes from tt̄ events that decay into lepton
plus jet (tt̄ → `−ν̄`qq̄bb̄), where one of the jets is misidentified as the τ candidate. In order to
isolate signal events against backgrounds, multivariate technique based on the boosted decision
tree (BDT) is used, relying on its large separation power between signal and background. The
number of signal events are extracted by fitting the distributions of the BDT output score to
background and signal templates. The signal template is derived from the simulation, while
the background template is derived from data in order to suppress the systematic uncertainty.
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Figure 5.2: The dominant background processes to be considered in the analysis: (a) tt̄ lepton
plus jet (tt̄ → `−ν̄`qq̄bb̄), (b) W+jet, (c) QCD multi-jet, (d) tt̄ di-lepton (tt̄ → `−ν̄``

+ν̄`bb̄),
(e) Z(→ ee)+jet, (f) Z(→ ττ)+jet, (g) diboson (WW,WZ,ZZ), (h) single-top via the Wt
production. Blue represents genuine objects, while red represents fake objects that possibly
mimic the τ candidate.

In the remaining part of the thesis, three control regions are used to validate the analysis
without the presence of signals. Table 5.2 summarizes its selection criteria, all of them are
orthogonal to the event selection used for the signal extraction which is described in section 5.4.

In Table 5.2, Nlepton represents the number of lepton, Nτ cand. is the number of τ candidate,
Njet denotes the number of jets, where all objects are defined in Section 5.3. MT is the transverse
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Notation Nlepton Nτ cand. Njet Emiss
T MT Nb-jet

SR ≥ 1 b-tag = 1 ≥ 1 ≥ 2 > 30 GeV ≥ 1
CR 0 b-tag = 1 ≥ 1 ≥ 2 > 30 GeV = 0

Z → τ`τhad = 1 ≥ 1 = 0 < 20 GeV
W + 1 fake τ = 1 ≥ 1 = 0 40 − 100 GeV

Table 5.2: Definition of the signal region (SR) and the control region (CR).

mass between a lepton and Emiss
T , which is defined as,

MT (`, Emiss
T ) =

√
(E`

T + Emiss
T )2 − (p`

x + Emiss
x )2 − (p`

y + Emiss
y )2 (5.2)

∼=
√

2p`
TE

miss
T (1 − cos ∆φ(`, Emiss

T )) (5.3)

where E`
T and p`

T represent the energy and the momentum of the lepton. The second equation
assumes the lepton mass (mµ = 105 MeV, me = 0.5 MeV) to be negligible compared to the p`

T

and E`
T .

The 0 b-tag control region is used for the background modeling, as the events are kinemat-
ically close to the signal region. Z → τ`τhad control region (Figure 5.2, (f)) provides a plenty
of genuine τ -leptons, and thus used to validate the signal modeling. On the other hand, W + 1
fake τ control region (Figure 5.2, (b)) provides a plenty of fake τ candidate that originated from
the light-flavor (u, d, c, s) jet. This can be used to validate the background template used for
the template fitting.

In the following sections, the data and the Monte Carlo simulation used in the analysis
(Section 5.2), the object definition (Section 5.3), and the event selection (Section 5.4) are shown.
The multivariate technique based on the Boosted Decision Tree is described in Section 5.5,
followed by the background estimation method in Section 5.6. After describing the systematic
uncertainty (Section 5.7), the measurement of the tt̄ production cross-section is described in
Section 5.8.

5.2 Datasets and the Monte Carlo simulation

5.2.1 Datasets and the luminosity calculation

The analysis exploits the pp collision data with a center-of-mass energy of
√
s = 7 TeV accu-

mulated by the ATLAS detector from April to August in 2011. The data have been collected
requiring single lepton triggers with pT threshold of 20 GeV for the electron (22 GeV during
periods of high instantaneous luminosity) and 18 GeV for the muon.

The segments of the data, known as the luminosity blocks, are used for the analysis if they
were collected during periods in which the LHC was circulating stable colliding beams and
all the detector components were producing data of sufficient quality. The latter ensures the
reliability of the particle identification and the calculation of the missing transverse momentum,
which is the signature of the undetected neutrino. Taking into account the luminosity block

53



selection, the total integrated luminosity was calculated to be 2.05 fb−1. Figure 5.3 shows the
integrated luminosity as a function of time.

Figure 5.3: Total integrated luminosity as a function of time during 2011.

The integrated luminosity is calculated as the integral of the instantaneous luminosity over
the given time. Suppose, ε is the detection efficiency including the geometrical acceptance, σinel

is the cross-section of the inelastic scattering and µ is the average number of interactions per
bunch crossing measured by the forward detector, the instantaneous luminosity (L) satisfies,

µ = εσinelL. (5.4)

In principle, L can be calculated by evaluating ε and σinel from the simulation and µ from the
detector in collision events. However, this requires to use the events in the extremely forward
region and thus the understanding of ε and σinel leads to the large systematic uncertainty.
Therefore, LHC adopts the van der Meer scan to measure the beam size in x, y plane (σx, σy)
as well as the number of protons in each bunch (n1, n2) by using the current monitor. Given
the equation,

L =
nbfrn1n2

2πσxσy

, (5.5)

where nb is the number of bunch and fr is the beam circulating frequency (11.2 kHz), the
luminosity is directly measured in this scan. By substituting the luminosity to equation (5.4),
εσinel can be calculated beforehand in a data driven way. Since ε is mainly determined by
the detector geometry and σinel is determined by the physics process, εσinel is almost constant
with respect to the slight variations of the beam position. In this way, one can calculate the
luminosity with an accuracy of 3.7%. The dominant uncertainty comes from the beam current
measurement which accounts for 3.0% [24][25].
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5.2.2 Monte Carlo simulation and the pile-up reweighting

In the following analysis, the Monte Carlo (MC) simulation are used for the following reasons:

• optimization of the event selection criteria

• estimation of the signal acceptance (A)

• estimation of the number of backgrounds (see Table 5.1)

The tt̄ events are simulated using MC@NLO event generator [26] with next-to-leading order
(NLO) approximation, assuming the t−quark mass to be 172.5 GeV. The CTEQ6.6 [12] is used
as the PDF2, while the cross-section is normalized to the prediction of Hathor (164.6+11

−16 pb),
which employs the next-to-next-to-leading-order (NNLO) perturbative QCD calculation. The
decay process of the τ -lepton is handled by the TAUOLA simulation [27].

The background processes such as W+jet, Z+jet and diboson (WW,WZ,ZZ) are mod-
eled based on the Alpgen generator [28] with leading order (LO) approximation. The cross-
section of these processes are normalized to the NLO approximation. For the single-top events,
MC@NLO event generator with NLO approximation is used [29] with its cross-section nor-
malized to the NNLO approximation. The relevant parameters are summarized in Table 5.3.

process event generator approximation PDF σ (pb)
tt̄ MC@NLO NLO CTEQ6.6 165
W+jet Alpgen LO CTEQ6L1 31452
Z+jet Alpgen LO CTEQ6L1 3218
diboson (WW,WZ,ZZ) Alpgen LO CTEQ6L1 70
single-top MC@NLO NLO CTEQ6.6 85

Table 5.3: Summary of the MC simulation used in this analysis.

All the MC samples are processed by the standard ATLAS detector and trigger simulation,
GEANT4 [30], and are subject to the reconstruction algorithms [31] as the data does. Due to
the difficulty of the modeling for the QCD multi-jet background, it is estimated in a data-driven
way, as is discussed in Section 5.4.3.

In addition to the simulated events described above, actual pp collision data also includes
pile-up events, where additional pp collisions are observed due to the O(1011) protons per each
bunch. At the instantaneous luminosity of L = 1033 (1/cm2s), seven interactions are observed
in average, which denote as 〈µ〉 = 7, while 〈µ〉 = 25 is expected at the designed luminosity of
L = 1034 (1/cm2s). The average number of interactions are calculated as,

〈µ〉 =
Linstσinel

nbfr

(5.6)

2The Coordinated Theoretical Experimental Project on QCD
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where nb is the number of proton bunches, fr is the beam circulating frequency (11.2 kHz), Linst

is the instantaneous luminosity (equation (5.4)), and σinel = 71.5 mb is the total cross-section
of the inelastic scatterings.

The effect of the pile-up events especially appear in the missing transverse momentum
and the jet multiplicity. The missing transverse momentum is calculated based on the energy
imbalance of all the detected particles. As the pile-up event increases, the number of detected
particles will increase. Since the resolution of the Emiss

T is proportional to the squared root of the
number of detected particles in the event, this leads to the smearing of the Emiss

T distribution.
The effect is particularly strong for those processes with intrinsically no neutrino and small jet
multiplicity, such as Z → `` and di-jet events. The pile-up effect need to be correctly taken into
account by the MC simulation to have a reasonable agreement with data enough to rely on the
MC simulation for the signal acceptance calculation and part of the background estimations.

In order to accommodate with possible range of the pile-up events, MC simulations were
made with additional inelastic scatterings (0 < 〈µ〉 < 18) randomly overlaid to the simulated
hard process. The MC simulation were then re-weighted to reproduce the 〈µ〉 distribution in
data and its weighting factor is applied event by event basis. This technique is called as the
pile-up reweighting. Figure 5.4 shows the comparison of the 〈µ〉 distribution between data and
the MC simulation.

average interactions per BX
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u
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0.1
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0.4

Data

MC

Figure 5.4: Average interactions per bunch crossing (〈µ〉) for the MC simulation (red) and the
Data (black). The data distribution is derived at the instantaneous luminosity of L ∼ 1033

(1/cm2s).

Figure 5.5 shows the comparison of the missing transverse momentum and the jet multi-
plicity distribution before and after the pile-up reweighting, respectively. Both distributions
are derived from data where two oppositely signed charge muons are required with its invariant
mass within the mass window of the Z boson (81 < mµµ < 101 GeV). According to the MC
simulation, one can obtain almost pure Z → µµ sample, with its purity more than 99.8%.
Since the MC simulation is overlaid with more pile-up effect, as shown in figure 5.4, the higher
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jet multiplicity and more smeared Emiss
T distribution are observed without any reweighting. By

applying the pile-up reweighting, both distributions are in decent agreement between data and
MC simulation.
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Figure 5.5: Missing transverse momentum (top) and jet multiplicity (bottom) distribution in
Z → µµ control region, (left) before and (right) after the pile-up reweighting.

5.3 Object Definition

Particles such as electron, muon, hadronically decaying τ -lepton, hadronic jets, b-tagged jets,
and the missing transverse momentum are defined starting from the reconstructed object de-
scribed in Section 3.3. Figure 5.6 shows an example of the appearance for the electron, muon,
hadronically decaying τ -lepton and hadronic jet which passes the object definition described in
this section.

5.3.1 Muon identification

Muon candidates are reconstructed based on the track information from the MDT. To ensure
the track coming from collisions, they are combined with tracks found in the inner tracker taking
into account the magnetic field and energy loss in the calorimeter which is typically 3 GeV.
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Figure 5.6: Typical appearance of the electron (left, yellow line), muon (middle, orange line),
hadronic jet (right, green line) and the hadronically decaying τ -lepton (right, light blue line).

Those muon candidates are refitted using the complete track information from the MDT and
the inner tracker. It is required to satisfy pT > 20 GeV and |η| < 2.5, where the pT threshold
is determined so that the trigger efficiency reaches its plateau region.

In order to reject muons coming from heavy flavour decays (such as b baryon and meson
decays through b → Wc → µνc and π/K decays in flight), energy deposit in the calorimeter
around the muon candidate in ∆R < 0.3 is required to be less than 4 GeV. ∆R is the distance
between two objects defined in η-φ plane,

∆R =
√

∆φ2 + ∆η2 (5.7)

The definition of R in terms of ∆η (not ∆θ) ensures the invariance under the longitudinal
boosts. Similarly, the sum of the track transverse momenta with pT > 1 GeV in ∆R < 0.3
region is required to satisfy less than 4 GeV. The muon candidate is rejected if it overlaps with
any jets with pT > 20 GeV in ∆R < 0.4.

5.3.2 Electron identification

Electron candidates are required to be pT > 25 GeV and |ηcluster| < 2.47. In order to avoid the
fake electrons, the barrel-endcap transition region of 1.37 < |ηcluster| < 1.52 are excluded, where
ηcluster is the pseudo-rapidity of the energy cluster associated with the candidate. In order to
avoid electrons coming from jets, and semi-leptonic b decay, the transverse energy deposited in
the calorimeter which is not associated to the electron candidate in ∆R < 0.2 is required to
be less than 3.5 GeV. The electron identification efficiency is about 75%, depending on the ET

and η of the reconstructed electron.

5.3.3 Jet identification

The hadronic jet is reconstructed with anti-kt algorithm [20] (Section 3.3.2) with distance
parameter of R = 0.4 starting from electromagnetic energy clusters. The jet candidates are
calibrated as a function of pT and η based on the MC simulation to restore full hadronic energy
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scale. Jets are required to have pT > 25 GeV, |η| < 2.5 and removed if they include electron
candidate within ∆R < 0.4. The pT threshold has been optimized to be robust for the pile-up
effect.

5.3.4 b-jet identification

The analysis cuts on the output score of the b-tagger described in section 3.4.5 to accept b-jets
with approximately 70% efficiency in tt̄ decays. The rejection, which is the reciprocal of the
identification efficiency, for the light-flavor (u, d, c, s and gluon) jets [32] is estimated to be 99.
Figure 5.7 shows the rejection against the light-flavor jet as a function of the b-tagging efficiency
for several tagging algorithms for the simulated tt̄ events.
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Figure 5.7: Light jet rejection as a function of the b-tagging efficiency. IP3D+JetFitter is used
(Ocher line).

5.3.5 Missing transverse momentum

The missing transverse momentum is used as the signature of an undetected neutrino. The
quantity is calculated based on the energy imbalance in a transverse plane, since

∑
pT = 0 is

satisfied at the beginning of the collision. All the detected particles such as leptons (e, µ), jets
(including low pT jets, called soft-jet), and energy deposit not associated with any reconstructed
objects (called cellout) in |η| < 4.5 are all considered for the calculation. Contributions from
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muons passing selection requirements are included, while contributions of any calorimeter cells
associated with the muon is removed. The definition is,

Emiss
T,x = −

( ∑
electron

pT,x +
∑
muon

pT,x +
∑
jets

pT,x +
∑

soft jets

pT,x +
∑

cellout

ET,x

)
(5.8)

Emiss
T,y = −

( ∑
electron

pT,y +
∑
muon

pT,y +
∑
jets

pT,y +
∑

soft jets

pT,y +
∑

cellout

ET,y

)
(5.9)

Emiss
T =

√
(Emiss

T,x )2 + (Emiss
T,y )2 (5.10)

5.3.6 τ candidate

As is described in Section 3.4.6, the reconstruction of the τ -lepton only focuses on its hadronic
decay. Since, the hadronically decaying τ -lepton has an intermediate characteristics between
electromagnetic jets and hadronic (quark, gluon originated) jets, a large number of fake τ are
expected from electrons or jets. At the object definition stage, following loose selections are
applied on the reconstructed jets. The jet that satisfied these requirements are called as the τ
candidate.

• pT > 20 GeV, |η| < 2.3

• the number of charged tracks in ∆R < 0.4 around the jet axis (Ntrk) is required to be
0< Ntrk <4

• leading track inside the jet is required to have pT > 4 GeV.

• If there are muons with pT > 4 GeV or electrons with pT > 15 GeV within ∆R < 0.4,
the candidates are removed

• If there are b-jets within ∆R < 0.4, the candidates are removed.

Figure 5.8 shows the track multiplicity and the leading track pT distribution in the tt̄ events,
separately shown for the real τ -lepton (blue) and the jets faking τ candidate (red).

As is later described in Section 5.5, multivariate technique based on the Boosted Decision
Tree (BDT) is introduced [33] to further discriminate τ candidate against electrons (BDTe)
and quark, gluon originated jets (BDTj).

5.4 Event selection

The event selection aims to extract signal events, with its amount statistically sufficient against
backgrounds.
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Figure 5.8: (Left) The leading track pT distribution and (right) the track multiplicity distribu-
tion of the τ candidate.

5.4.1 Event cleaning cuts

Before the event selection, event cleaning cuts are applied to raise the reliability of the events.
In particular, events with spurious Emiss

T , arising from the detector effects and the cosmic ray
muons are rejected.

Non-collision background rejection In order to ensure the event coming from the collision,
events are required to have a primary vertex with at least five tracks within z < 150 mm.
The primary vertex is reconstructed from tracks in the inner tracker with pT > 150 MeV,
|d0| < 4 mm, σ(d0) < 5 mm, σ(z0) < 10 mm, more than 4 hits in the SCT, and more than 6
hits in the pixel and the SCT.

Hadron Endcap Calorimeter noise Single cell at the hadron endcap calorimeter is known
to generate continuous noise. This can be eliminated by requiring number of cells that account
for 90% of the jet energy (n90) is more or equal to 6, and the energy fraction in the hadronic
endcap calorimeter is less than 0.8.

LAr coherent noise LAr calorimeter sometimes issues the coherent noise which leads to the
significantly large Emiss

T . If there are any jets with the fraction of jet energy from bad-quality
calorimeter cells is larger than 0.8 or the energy fraction in the EM calorimeter is larger than
0.95, events are rejected.

Cosmic ray muons The cosmic ray muon causes bremsstrahlung at the calorimeter and
deposits high−pT jets, which mimic like a mono-jet event. The event rate generating pT >
100 GeV jet is an order of 0.1 Hz. This is eliminated by requiring no associated tracks along
the cluster and that the fraction of the energy deposit between HCAL and ECAL is small.
In addition, a jet is required to have the calorimeter deposits within 50 ns after the collision
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timing, in order to remove out-of-time energy depositions in the calorimeter such as the cosmic
ray muons.

Beam halo The beam halo is an event caused by the secondary particle generated from the
(in)elastic scattering between the proton beam and the residual gas in the beam pipe. This is
eliminated by requiring no associated tracks along the cluster.

Figure 5.9 shows the examples of the above-mentioned events in ρ-z plane of the cylindrical
coordinates.

Figure 5.9: (Left) Example of the hadron endcap calorimeter noise. There is a single cell firing
at the endcap region shown in the yellow color. (Middle) Example of an event containing a LAr
coherent noise, where several clusters generating a noise in the endcap region at the right-hand
side. (Right) A candidate event generated by a cosmic ray muon.

5.4.2 Event selection

Starting from single lepton triggers with pT threshold of 18 GeV for the muon and 20 GeV
(22 GeV during the data-taking period with high instantaneous luminosity) for the electron,
event selection is applied based on the expected signal topology.

• Exactly one isolated muon (denote as muon channel) or electron (electron channel)

• ≥ 1 τ candidate

• ≥ 2 jets, not overlapping with any τ candidates

• Emiss
T > 30 GeV

• The scaler sum of pT (HT ) for all the visible objects and the missing transverse momentum,
defined as,

HT + | ~Emiss
T | =

∑
lepton

|~pT | +
∑

τ cand.

|~pT | +
∑
jets

|~pT | + | ~Emiss
T |, (5.11)
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is required to be HT + | ~Emiss
T | > 200 GeV

• At least one b-tagged jet

The cut thresholds for the jet pT , Emiss
T , HT and b-tagging are optimized based on the MC

simulation to maximize the signal significance S/
√
S +B, where S is the number of signals,

and B is the number of backgrounds. The example of the optimization result can be found in
[D.1].

Table 5.4 (muon channel) and Table 5.5 (electron channel) shows the event yield at each
stage of the event selection after requiring one lepton and one τ candidate. The numbers are
separately shown for the 1prong (τ1) and the multi prong (τ3). The numbers except for the data
and the QCD multi-jet are derived from the MC simulation, while the QCD multi-jet event is
estimated in a data-driven way as described in the next section. After the event selection, more
than 70% of the events are expected to come from tt̄ process, while 20% of them come from
W+jet and 6% come from single-top process. The data and the MC prediction are in decent
agreement.

Cut (τ1) tt̄(µ, τ) tt̄(` + jets) tt̄(``′) W+jets Z+jets Wt Diboson QCD Total Data
Njet ≥ 2 673 ± 6 3017 ± 12 139 ± 3 13179 ± 140 2265 ± 35 378 ± 8 287 ± 9 9061 28999 ± 146 28114

Emiss
T 584 ± 5 2418 ± 11 126 ± 3 9428 ± 114 1003 ± 24 302 ± 7 203 ± 8 2175 16239 ± 118 15624
HT 578 ± 5 2405 ± 11 125 ± 3 7896 ± 93 808 ± 21 289 ± 7 177 ± 7 1269 13547 ± 97 12954

≥ 1 b-jet 498 ± 5 1988 ± 10 100 ± 2 552 ± 20 55 ± 6 204 ± 6 16 ± 2 263 3677 ± 25 3804
Cut (τ3) tt̄(µ, τ) tt̄(` + jets) tt̄(``′) W+jets Z+jets Wt Diboson QCD Total Data
Njet ≥ 2 501 ± 5 7359 ± 19 425 ± 5 33893 ± 228 3916 ± 46 891 ± 13 568 ± 13 25915 73468 ± 234 70909

Emiss
T 441 ± 5 5899 ± 17 383 ± 4 24443 ± 185 1597 ± 29 705 ± 11 397 ± 11 5512 39376 ± 189 38981
HT 435 ± 5 5864 ± 17 380 ± 4 20838 ± 151 1348 ± 27 679 ± 11 347 ± 10 3017 32910 ± 155 32901

≥ 1 b-jet 364 ± 4 4878 ± 16 305 ± 4 1603 ± 35 107 ± 8 477 ± 9 42 ± 3 865 8641 ± 41 9386

Table 5.4: The event yield in the muon channel for τ1 (top four column) and for τ3 (bottom four
column) candidate. tt̄(``′) is tt̄→ `+ ` channel with only one lepton reconstructed as a lepton
and a lepton or jet reconstructed as a τ candidate. The errors are the statistical uncertainties.

Cut (τ1) tt̄(e, τ) tt̄(` + jets) tt̄(``′) W+jets Z+jets Wt Diboson QCD Total Data
Njet ≥ 2 610 ± 6 2741 ± 12 123 ± 3 10358 ± 120 4010 ± 47 343 ± 8 270 ± 8 11295 29749 ± 131 29333

Emiss
T 526 ± 5 2145 ± 10 111 ± 2 6997 ± 97 1405 ± 28 255 ± 7 166 ± 7 2685 14289 ± 102 14052
HT 521 ± 5 2135 ± 10 110 ± 2 5907 ± 72 1240 ± 26 247 ± 6 148 ± 6 1761 12069 ± 78 11957

≥ 1 b-jet 447 ± 5 1761 ± 9 87 ± 2 423 ± 16 68 ± 6 172 ± 5 14 ± 2 300 3272 ± 21 3384
Cut (τ3) tt̄(e, τ) tt̄(` + jets) tt̄(``′) W+jets Z+jets Wt Diboson QCD Total Data
Njet ≥ 2 459 ± 5 6697 ± 19 391 ± 5 27341 ± 212 8343 ± 69 840 ± 12 537 ± 12 35562 80170 ± 225 73547

Emiss
T 401 ± 5 5244 ± 16 347 ± 4 18631 ± 170 2674 ± 38 638 ± 11 328 ± 10 8418 36682 ± 176 34498
HT 397 ± 4 5220 ± 16 346 ± 4 16327 ± 148 2468 ± 37 622 ± 11 294 ± 9 5872 31544 ± 154 29962

≥ 1 b-jet 335 ± 4 4346 ± 15 274 ± 4 1346 ± 36 155 ± 9 438 ± 9 32 ± 3 1296 8220 ± 42 8225

Table 5.5: The event yield in the electron channel (detail in the caption in Table 5.4).

5.4.3 The modeling of the QCD multi-jet events

The QCD multi-jet events (denote as QCD events) arise from the inelastic scattering via the
strong interaction. The total cross-section is an order of O(100) mb, which is nine order
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of magnitudes larger than the tt̄ production process. Owing to its large cross-section, the
estimation of the QCD process is necessary, although it is largely rejected by the event selections
described in the previous section. Given the fact that the most of the QCD events have a small
Q2, i.e, large strong coupling constant, quantitative prediction of its production rate based on
the perturbative QCD is rather difficult. Therefore, QCD events are estimated in a data driven
way as followings:

1. At each stage of the event selection, control samples are derived by inverting the lepton
isolation requirement. In case of the muon channel, events are selected by requiring the
energy deposit around the muon candidate is greater than 4 GeV or the sum of the track
pT is greater than 4 GeV in ∆R < 0.3. In case of the electron channel, the transverse
energy deposit in the calorimeter which is not associated to the electron candidate in
∆R < 0.2 is required to be greater than 4 GeV. This sample is called as the non-isolated
sample, and dominated by the QCD multi-jet events.

2. Small contributions from other SM processes (2-3%) are subtracted based on the MC
simulation.

3. The number of QCD events are estimated by fitting the MT (`, Emiss
T ) distribution in the

signal region with the MT distribution derived from the non-isolated sample and the other
SM processes in the signal region, which is derived from the MC simulation.

The MT distribution provides a good separation power between the QCD multi-jet events
and the other SM processes. The QCD events tend to distribute at the lower values of MT ,
while the other SM processes including a W boson tend to have a peak around W boson
mass. Figure 5.10 (left) shows the MT distribution derived from the non-isolated sample (muon
channel, τ1 candidate) and Figure 5.10 (right) shows the result of the fitting. Both distributions
are derived after all the event selection were applied.

The estimated number of QCD events at each stage of the event selection are shown in
Table 5.4 and Table 5.5, as well. The contributions from the QCD events are estimated to be 7%
for the τ1 candidate and 10% for the τ3 candidate at the end of the event selection. However, as
will be later described in section 5.6, the same-sign (SS) events, the charge correlation between
the τ candidate and the lepton is negative (QτQ` < 0), is subtracted from the opposite-sign (OS)
events (QτQ` > 0) to remove part of the backgrounds, and to estimate number of backgrounds
in a data-driven way. Since the QCD events are not correlated with the lepton charge (charge
symmetric), QCD events are largely rejected by this operation and are reduced to a negligible
level, which is estimated to be less than 3%.

5.4.4 Data and MC comparison

In order to see the validity of the event selection and the reliability of the MC simulation,
Figure 5.11 and Figure 5.12 shows the Emiss

T distribution before the Emiss
T cut, HT distribution

before the HT cut, and MT distribution after the b-tagging in τ1 and τ3 candidate, respectively.
All the distributions except for the QCD multi-jet events only include statistical uncertainty.
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Figure 5.10: (Left) MT distribution in the non-isolated sample after all the event selection is
applied. (right) Fitting result based on the MT distribution by means of the MT distribution
in the non-isolated sample and the other SM processes in the signal region, which is derived
from the MC simulation.

Since there are no guarantees that the distribution derived from the non-isolated sample is
identical to that of the isolated sample, 30% uncertainty is assigned, based on the study for
the mis-identified lepton backgrounds in tt̄ events [34]. Within the uncertainty, data and MC
simulation shows a decent agreement.

The dominant background comes from the QCD multi-jet events (purple) before the Emiss
T

requirement, and W+jet events (orange) before the b-tagging, and tt̄ lepton plus jet events
(blue) in the end of the event selection (> 70% contributions). Most of the backgrounds
come from jets miss-identified as τ candidate, while small fraction of events from electrons
miss-identified as τ candidate. The S/N ratio is 0.15 for the τ1 candidate and 0.05 for the τ3
candidate.

5.5 Development of the Boosted Decision Tree

In order to separate signal events from backgrounds, the analysis exploits the multivariate
technique based on the Boosted Decision Tree (BDT) as the tight discriminant. For the back-
ground processes coming from electrons faking τ candidate, BDTe discriminant is developed
and the cut is applied. For the background processes coming from jets faking τ candidate,
BDTj is developed, followed by the template fit to the BDTj distribution by the signal and the
background template.
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Figure 5.11: (From left to right) Emiss
T , HT and MT distribution in the muon (top) and the

electron (bottom) channel in τ1 candidates. Black points show data, and other colored his-
togram represents MC simulation. QCD events (purple) are estimated in a data-driven way.
The bottom plot shows (Data − MC) / MC, demonstrating a good agreement between data
and MC simulation.

5.5.1 Boosted Decision Tree

The decision tree [35][36][37] is one of the classification algorithm. By applying recursive cuts on
a set of identification variables, events are classified with the output score from 0 (background-
like) to 1 (signal-like). Unlikely to the simple cut, the decision tree does not discard the events,
but continues by determining cuts on other variables to save the signal events which did not
pass the selection.

The decision tree is firstly trained using a sample of known composition, so-called the
training sample. Starting from the entire training samples at the root node, the optimal cut
which separates signals from backgrounds is determined separately for each variable. The best
cut among these optimal cuts is chosen and two child nodes are constructed as a consequence.
The same thing is applied recursively on each child node, which results in a binary tree structure
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Figure 5.12: Same distribution in τ3 candidates (detail in the caption in Figure 5.11).

as is shown in Figure 5.13.
The cut value is optimized at each node based on the Gini index. Suppose the signal purity

p defined as p = Nsig/(Nsig + Nbkg), where Nsig and Nbkg represents the number of signal and
background at each node, Gini index inode

Gini is defined as

inode
Gini = p(1 − p) =

NsigNbkg

(Nsig +Nbkg)2
(5.12)

The optimal cut is determined to minimize inode
Gini . This will maximize the background purity

(1−p) on one side of the cut, while maximizing the signal purity p on the other side of the cut.
This recursive splitting process continues until any split results in the child node containing
less than certain events. The terminated node is called as a leaf node. The score assigned to
the event by the decision tree is simply the purity p of the leaf node at which the event lands
on. The more signal-like an object is, the closer its score to be one.

In order to improve the stability and the performance of the decision tree, Boosted Decision
Tree (BDT) technique is used in this analysis. BDT increases the weight of the miss-classified

67



Figure 5.13: A simple example of the decision tree training process in case of two distributions
labelled as signal (S) and background (B) over two variables X and Y . The process begins at
1 by determining the best cut value of the best variable to cut on, which in this case is Y > a.
All objects with Y > a are passed to the right and all objects with Y < a are passed to the
left. This process continues recursively until a stopping condition is satisfied.

events and suppresses the weight of the correctly classified events in the initial decision tree and
a second decision tree is constructed using these new weights. The weight αm at mth decision
tree is given by

αm = β ln

(
1 − εm

εm

)
where εm =

Nmiss-classified

Ntotal

. (5.13)

εm is the error fraction of the mth decision tree, which is the sum of the miss-classified events
(Nmiss-classified) over the total number of events (Ntotal). A signal object is miss-classified if it
lands on a leaf node with p < 0.5 and a background object is miss-classified if it lands on a leaf
node with p > 0.5. β is a parameter which scales the amount by which the weights are boosted
or suppressed in the next tree. β has been optimized to be 0.2. Depending on whether an event
i is correctly classified by the current tree, the weight for that event in the next tree will be,(

1 − εm

εm

)β×h(i)

where h(i) =

{
+1 (miss-classified)
−1 (correctly-classified)

(5.14)

This process continues until the output performance becomes saturated.
The output score is a weighted series of the decision tree output, where the score assigned

to an object is the normalized weighted sum of the scores assigned by each decision tree,

H(~x) =

∑
m αmHm(~x)∑

m αm

(5.15)

where m loops over the decision trees. The Hm(~x) and αm represents a purity and the boost-
weight of the mth decision tree. H(~x) has a value between 0 to 1, since Hm(~x) ∈ [0, 1].
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5.5.2 Training of the BDTj

In order to separate the genuine τ -lepton in τ candidate from the one coming from hadronic
(quark or gluon originated) jets, BDTj has been developed based on the 8 kinematic variables
for τ1 candidates and 11 variables for τ3 candidates. The τ candidates from the MC simulated
Z → ττ and W → τν events are used as the signal after taking a truth matching to the
hadronically decaying τ -lepton in ∆R < 0.2. On the other hand, QCD multi-jet events collected
by the jet trigger with pT threshold of 10 GeV is used as the background3. Followings are the
list of variables used for the BDTj training. The distributions for each variables are shown in
figures in [D.2].

• pT weighted track width (Rtrack)

Rtrack =

∑∆Ri<0.4
i pT,i∆Ri∑∆Ri<0.4

i pT,i

(5.16)

where pT,i is the track transverse momentum for the ith track. For τ1 candidates, Rtrack

corresponds to the ∆R between the track and the axis of the τ candidate.

• Leading track momentum fraction (ftrack)

ftrack =
ptrack

T,1

pτ
T

(5.17)

where ptrack
T,1 is the transverse momentum of the leading track within ∆R < 0.2 from the

axis of the τ candidate. pτ
T is the transverse momentum of the τ candidate. For τ1 can-

didates, ftrack corresponds to the fraction of the candidate’s momentum attributed to the
track, compared to the total momentum of the candidate, which can have contributions
from the calorimeter deposit from π0 and other neutrals.

• Fraction of the transverse energy within ∆R < 0.1 of the τ candidate (fcore)

fcore =

∑∆Ri<0.1
i ET,i∑∆Rj<0.4
j ET,j

(5.18)

where ET,i represents cell transverse energy, and ∆Ri is defined between a calorimeter
cell and the axis of the τ candidate.

• Number of charged track in 0.2 < ∆R < 0.4 (N iso
track)

• the ET weighted shower width (Rcal)

Rcal =

∑∆Ri<0.4
i ET,i∆Ri∑∆Ri<0.4

i ET,i

(5.19)

3The pp collision data of 130 pb is used. In order to avoid real τ contributions, leading τ candidate above
30 GeV is discarded. All the sub-leading τ candidates above 15 GeV is used for the training.
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• The invariant mass calculated from the constituent clusters of the τ candidate (meff. clusters)

meff. clusters =

√√√√( ∑
clusters

E

)2

−

( ∑
clusters

~p

)2

(5.20)

To minimize the effect from the pile-up, first N leading ET clusters, called effective
clusters, are used in the calculation, which is defined as,

N =
(
∑

iET,i)
2∑

iE
2
T,i

(5.21)

where i runs over all the clusters associated to the τ candidate, and N is rounded up to
the nearest integer.

• Impact parameter significance of the leading track (Slead track)

Slead track =
d0

δd0

(5.22)

where d0 is the distance of the closest approach of the track to the reconstructed primary
vertex in the transverse plane, and δd0 is the uncertainty related to the d0 measurement.

• The ratio of the energy of the first three leading clusters over the total energy of all
clusters associated to the τ candidate (f3 lead clusters)

• The invariant mass of the track system in ∆R < 0.4 (mtracks)

mtracks =

√√√√(∑
tracks

E

)2

−

(∑
tracks

~p

)2

(5.23)

This variable is used for the τ3 candidate only.

• The decay length significance of the secondary vertex of the τ3 candidate in the transverse
plane (Sflight

T )

Sflight
T =

Lflight
T

δLflight
T

(5.24)

where Lflight
T is the reconstructed signed decay length, and δLflight

T is the corresponding
uncertainty.

• The maximal ∆R between a track in ∆R < 0.2 and the axis of the τ candidate (∆Rmax).
This variable is used for the τ3 candidates only.

Figure 5.14 shows the BDTj distribution after the event selection, which is derived by
applying the trained BDTj. The signal events (white histogram) tend to distribute close to
one, while it is not the case for other backgrounds in τ1 candidate. This tendency is not
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Figure 5.14: BDTj distribution in the muon (top) and the electron (bottom) channel for (left)
τ1 and (right) τ3 candidate.

visible in τ3 candidate due to a large number of fake τ candidate coming from jets even in
the signal events. The background distribution in τ1 candidate has a peak around 0.5, which
suggests the background process has an intermediate feature that one cannot obviously identify
as hadronically decaying τ -lepton or hadronic jet.

It is also clear, from figure 5.14, that the data distribution is not well modeled by the MC
simulation, especially in the higher BDTj region. Figure 5.16 shows the example of distributions
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for two input variables: Rcal and Fcore, as well as the BDTj distribution in Z → τµτhad control
region and W + 1 fake τ control region defined in section 5.1. The former control region is
enriched by the genuine τ candidate, while the latter region dominated by the jet faking τ
candidate. The data and MC shows a decent agreement in Z → τµτhad control region, while
the background distribution is not well modeled by the MC simulation. This tendency can be
also observed in the BDTj distribution itself, where the higher BDTj region shows a decent
agreement, while it is not the case in the lower BDTj region. The disagreement of the BDTj

distribution between data and MC simulation could be attributed to the miss-modeling of the
fragmentation process of the jets faking τ candidate. To be robust for such a miss-modeling,
the backgrounds are modeled in a data-driven way in this analysis.
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Figure 5.15: Rcal (top) and Fcore (bottom) distributions in (left) Z → τµτhad control region and
in (right) W+1 fake τ control region in τ1 candidates. The uncertainty in the plot represents
the statistical uncertainty and the uncertainty related to the modeling of the simulated Z+jet
events.

5.5.3 Training of the BDTe

In spite of the similarity between the τ candidate and the electromagnetic jet, there are several
properties that can be used to distinguish them. BDTe has been trained using Z → ττ
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Figure 5.16: BDTj distribution in (left) Z → τµτhad control region and in (right) W+1 fake τ
control region in τ1 candidates.

event as a signal and Z → ee event as a background, both of them are simulated by the MC
simulation. The signal candidates are required to match the hadronically decaying τ -lepton
and the background candidates are required to match a true electron within ∆R < 0.2. The
BDTe has been trained based on the Rtrack, ftrack, and fcore variables, which are also used for
the BDTj training, and following 6 variables:

• ET weighted shower width in the hadronic calorimeter (RHad)

RHad =

∑∆Ri<0.4
i∈Had ET,i∆Ri∑∆Ri<0.4

i∈Had ET,i

(5.25)

• The fraction of the energy deposit in 0.1 < ∆R < 0.2 among ∆R < 0.4 (fiso)

fiso =

∑0.1<∆Ri<0.2
i ET,i∑∆Rj<0.4

j ET,j

(5.26)

• The fraction of the transverse energy of the τ candidate deposited in the electromagnetic
calorimeter (fEM)

fEM =

∑∆Ri<0.4
i∈EM ET,i∑∆Rj<0.4
j∈all ET,j

(5.27)

where ET,i (ET,j) is the transverse energy deposited in cell i (j), and i runs over the cells
in the first three layers of the EM calorimeter, while j runs over the cells in all layers of
the calorimeter.

• The ratio of the high-threshold hits to low-threshold hits in the TRT for the leading pT

track in ∆R < 0.2 (fHT)

fHT =
High-threshold TRT hits

Low-threshold TRT hits
(5.28)
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Since the electron is lighter than π±, electron tends to have a higher Lorentz γ factors
given the same momentum. Therefore, electron tends to produce more transition radiation
that causes high-threshold hits in the TRT.

• The ratio of the transverse energy in the calorimeter over the transverse momentum of
the leading track (f track

Had )

f track
Had =

∑∆Ri<0.4
i∈Had ET,i

ptrack
T,i

(5.29)

where i runs over all cells in the hadron calorimeter.

• The maximum transverse energy deposited in the pre-sampler layer of the ECAL, which
is not associated with that of the leading track (Estrip

T, max)

The BDTe has been optimized separately in four regions depending on the |η|, which is the
barrel region (|η| < 1.37), crack region (1.37 < |η| < 1.52), endcap region (1.52 < |η| < 2.0)
and forward endcap region (2.0 < |η| < 2.3). Seven of the best performing variables are used
in each |η| region, taking into account the different detector performance.

By applying the BDTe discriminant on the reconstructed τ candidate, the τ candidate is
required to satisfy BDTe > 0.51, which corresponds to 78% (92%) efficiency of the reconstructed
τ1 (τ3) candidate in tt̄ events, as shown in Figure 5.17. The additional rejection factor, which
is the reciprocal of the efficiency, for the electron is estimated using Z → ee samples in data.
Figure 5.18 shows the invariant mass distribution between the τ candidate and the electron
(left) before and (right) after the BDTe > 0.51 cut. Before the BDTe cut, there is a clear peak
at Z boson mass, meaning that the most of the τ candidates are coming by electron faking τ
candidate. On the other hand, most of the events are reduced after the BDTe cut. The ratio of
the observed events within the Z mass window (81 GeV - 101 GeV) before and after the BDTe

cut becomes the rejection factor and estimated to be 60. The distribution outside the Z mass
window comes from the jet faking τ candidate in Z(→ ee)+jet process.
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Figure 5.17: BDTe distribution for the hadronically decaying τ -lepton (blue) and the electron
(red) in the tt̄ events, both of them are matched to the truth object in MC.
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Figure 5.18: The invariant mass distribution between the hadronically decaying τ candidate
and the electron in Z → ee control region, (left) before and (right) after the BDTe > 0.51 cut.

5.6 Background estimation using BDTj distribution

5.6.1 Template fitting method and the OS − SS subtraction tech-
nique

The background estimation and the signal measurement are established through fitting tem-
plates to the BDTj distribution in data, by means of the background and the signal template.
The signal template is derived from the MC simulation, while the background template is de-
rived from the 0 b-tag control region in data to minimize the systematic uncertainty and to
avoid possible miss-modelings of the BDTj distribution.

Concerning to the background template, there is a fact that the shape of the BDTj distri-
bution is different according to the jet types that mimic the τ candidate. Figure 5.19 shows
the breakdown of the BDTj distributions after the event selection, according to the jet type:
light-flavor jet (u, d, c, s), b-jet, and the gluon. Due to their narrow shower width and the low
multiplicity characteristics, the light-flavor jets tend to have a higher probability of faking a τ
candidate (higher BDTj), while the b-quark and the gluon tend to have a lower BDTj value as
they typically composes wider jet. This means that the jet composition can strongly influence
the fake rate. According to the MC simulation, 16% of the fake τ candidates come from the
gluon, 78% from the light-flavor jet and 6% from the b-jet for the τ1 candidates, while 17%
from the gluon, 67% from the light-flavor jet, and 8% from the b-jet for the τ3 candidates. This
requires three different background templates, which are neither easy to derive from data nor
to determine the percentage of each without relying on the MC simulation that leads to a large
systematic uncertainty.

In order to reduce the need to estimate the jet composition of the fake τ candidates in
the signal region, the remaining events are split into the same-sign (SS) sample (QτQ` > 0)
and the opposite-sign (OS) sample (QτQ` < 0) depending on the charge correlation between a
lepton and a τ candidate. OS−SS subtraction is then used to eliminate the fake τ candidates
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Figure 5.19: MC simulated BDTj distribution depending on the jet type that fakes to the τ1
(left) and τ3 (right) candidate.

from the gluon and the b-jets. Since the gluon does not to do with the lepton charge, and
the b-jet is produced as a pair (bb̄), they are expected to appear in equal quantities in the OS
and the SS distributions. Given the fact that the signal events only exist in the OS sample,
OS−SS subtraction can remove gluon and b-jet contributions without loosing any signal events4

The τ candidate originated from the light-flavor jet is expected to be OS > SS, as it predomi-
nantly emerges from the pairing W boson. Conceptually, the situation can be summarized as
followings:

NOS = Ng→τ +Nb-jet→τ +Nlight-flavor→τ,OS +Nτ (5.30)

NSS = Ng→τ +Nb-jet→τ +Nlight-flavor→τ,SS (5.31)

NOS-SS = Nlight-flavor→τ,OS−SS +Nτ (5.32)

where the subscription denotes the origin of the τ candidate. The template fit to the OS−SS
subtracted BDTj distribution can then be performed on the signal region with the assumption
that all the fake τ candidates are light-flavor jet in origin. The background template derived
from the 0 b-tag control region is also applied OS−SS subtraction to extract the fake τ candidate
originated from the light-flavor jet.

The OS−SS subtraction technique has been validated using the MC simulation as is shown
in Figure 5.20. The left plot shows the BDTj distribution: OS events are in the positive area,
SS events are in the negative area. The different color corresponds to a different jet type. The
right plot shows the OS−SS distribution, where the τ candidates coming from gluons and b-jets
are almost cancelled out. The remnant of the OS−SS subtraction is the light-flavor jet and the
genuine τ candidate from signal events. Although Figure 5.20 does not include QCD events,
the OS−SS subtraction also removes such events, as the fake τ candidate originated from the
gluon or the light-flavor jet in the QCD multi-jet events does not to do with a lepton charge
(charge symmetric). By separately estimating the QCD events for the OS and SS sample, with

4There is a small probability (¡1%) of the charge miss-reconstruction, which is almost negligible.
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the same procedure described in Section 5.4.3, the contributions from the QCD multi-jet events
after the OS−SS subtraction is estimated to be less than 3% among the total events, which is
the negligible level within the measurement uncertainty.
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Figure 5.20: (Left) BDTj distribution for the OS in the positive area and the SS in the negative
area. Color corresponds to the jet type, (right) BDTj distribution after the OS−SS subtraction.
(Top) τ1 and (bottom) τ3 candidates. Note that the QCD events are not included in this plots.

Figures in [D.3] show the transverse mass distributions (MT (`, Emiss
T )) after the OS−SS

subtraction. The low transverse mass region, where the QCD contributions are dominant,
agrees well between data and MC simulation. An overestimation of the MC normalization
is apparent in some plots, especially in τ1 candidate in the muon channel. This is due to
a larger number of events in the SS distributions than the MC prediction, leading to lower
normalizations after the OS−SS subtraction. The OS and SS fractions are difficult to model
exactly by the MC simulation, which is the another motivation to model the background in a
data-driven way.

5.6.2 Construction of the signal template

The signal template is derived from the τ candidates in the MC simulation that are truth-
matched to a real τ -lepton in the proportion expected from the simulated events passing the
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event selection. The majority (90%) of them comes from the signal events (Figure 5.1), while
small contributions (8%) from Z → τ+τ− (Figure 5.2 (f)), diboson (Figure 5.2 (g)) and the
single-top process (Figure 5.2 (h)). There are also a tiny contributions (2%) from electron
faking τ candidate, such as tt̄ di-lepton (Figure 5.2 (d)) and Z → e+e− (Figure 5.2 (d)) process
which are also included to the signal template, since the BDTj shape is similar to that of real
τ -leptons. In this case, τ candidates that are truth-matched to the electrons are added to the
signal template. Note that the contributions except for the signal process are subtracted relying
on the MC after the template fit is performed.

Table 5.6 shows the breakdown of the events after the event selection, according to the origin
of the τ candidate. The numbers in the 0 b-tag control region is also shown as it is relevant
for the background template construction. Figure 5.21 shows the derived signal template used
for the template fitting. The binning of the BDTj distribution has been adjusted to avoid the
negative entry when performing the OS−SS subtraction in the background template5.

τ + µ τ1 τ3
0 b-tags ≥ 1 b-tags 0 b-tags ≥ 1 b-tags

OS SS OS SS OS SS OS SS
µ+jets 5005 ± 72 3022 ± 56 496 ± 17 297 ± 13 12230 ± 120 8669 ± 89 1293 ± 28 928 ± 24

multi−jets 465 ± 140 537 ± 160 117 ± 35 146 ± 44 995 ± 300 1123 ± 340 464 ± 139 401 ± 120
tt̄(µ+jets) 308 ± 4 163 ± 3 1528 ± 9 660 ± 6 685 ± 6 443 ± 5 3484 ± 13 2000 ± 10
tt̄(µ + e) 3 ± 1 < 1 12 ± 1 1 ± 1 1 ± 1 < 1 2 ± 1 < 1

Wt(τ + µ) 7 ± 1 < 1 18 ± 1 1 ± 1 2 ± 1 < 1 5 ± 1 < 1
Z → ττ 301 ± 13 2 ± 1 16 ± 3 < 1 75 ± 7 1 ± 1 3 ± 2 < 1

tt̄(τ + µ) 60 ± 2 < 1 390 ± 4 2 ± 1 17 ± 1 1 ± 1 118 ± 2 2 ± 1
Total 6149 ± 160 3724 ± 180 2577 ± 40 1106 ± 45 14010 ± 323 10240 ± 350 5371 ± 139 3322 ± 120
Data 5450 ± 74 3700 ± 61 2472 ± 50 1332 ± 36 13322 ± 115 10193 ± 101 5703 ± 76 3683 ± 61

τ + e τ1 τ3
0 b-tags ≥ 1 b-tags 0 b-tags ≥ 1 b-tags

OS SS OS SS OS SS OS SS
e+jets 3949 ± 63 2590 ± 51 380 ± 20 256 ± 16 10140 ± 100 7530 ± 87 1120 ± 33 841 ± 29

multi−jets 602 ± 180 617 ± 185 165 ± 50 135 ± 41 2010 ± 600 2020 ±600 690 ± 207 606 ± 182
Z → ee 92 ± 10 3 ± 2 9 ± 3 < 1 11 ± 3 2 ± 1 < 1 < 1

tt̄(e+jets) 273 ± 17 146 ± 12 1335 ± 37 599 ± 24 633 ± 25 399 ± 20 3093 ± 56 1780 ± 42
tt̄(e + e) 2 ± 1 < 1 11 ± 3 < 1 < 1 < 1 2 ± 1 < 1

Wt(τ + e) 7 ± 3 < 1 17 ± 4 < 1 1 ± 1 < 1 6 ± 2 < 1
Z → ττ 217 ± 15 2 ± 2 15 ± 4 < 1 56 ± 8 1 ± 1 3 ± 2 < 1

tt̄(τ + e) 54 ± 7 1 ± 1 342 ± 18 4 ± 2 15 ± 4 < 1 103 ± 10 2 ± 1
Total 5200 ± 190 3360 ± 190 2274 ± 68 995 ± 50 12870 ± 610 9950 ± 610 5020 ± 217 3226 ± 192
Data 5111 ± 71 3462 ± 59 2277 ± 48 1107 ± 33 12102 ± 110 9635 ± 98 5033 ± 71 3192 ± 56

Table 5.6: The number of τ plus lepton candidates for the MC simulation and data. tt̄(`e) are
tt̄ events with one identified lepton and an electron reconstructed as a τ candidate. tt̄(`+ jets)
denotes tt̄ events with one identified lepton and a jet reconstructed as a τ candidate. `+jets are
events with one identified lepton and a jet reconstructed as a τ candidate from sources other
than tt̄ and QCD events.

The validity of the signal template has been checked by comparing the BDTj distribution
in Z → τµτhad control region, as shown in Figure 5.16), which shows a good agreement. As an
another check, the template fit is performed using Z → τµτhad control region in data, where
the signal template is derived from the MC simulation and the background template is derived

5The obtained cross-section is almost independent to the binning.
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Figure 5.21: Signal template for (left) τ1 and (right) τ3.

from W+1 fake τ control region in data after OS−SS subtraction. Figure 5.22 shows the fitting
result and Table 5.7 summarizes the number of extracted events with real τ -like signal, in this
case coming from Z → τ+τ− process.
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Figure 5.22: Template fitting result using Z → τµτhad control region for (left) τ1 and (right) τ3.

Extracted number of signal χ2/n.d.f MC expectation
τ1 candidate 8297 ± 189 2.1 8710
τ3 candidate 2871 ± 129 1.7 2917

Table 5.7: Summary of the fitting results using Z → τµτhad control region in data.

The uncertainty related to the τ identification efficiency comes from the statistical uncer-
tainty of the data (3%), the uncertainty of the predicted Z+jet cross-section (4%) [38] and the
jet energy scale uncertainty (3%). The total uncertainty is 5.0% for the τ1 candidate and 7.0%
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for the τ3 candidate. The observed difference between the MC prediction and the number of
extracted signal events by the template fit is covered by this uncertainty. Therefore, signal
template is considered to be applicable for the signal extraction. The above uncertainties are
propagated to the systematic uncertainty on the cross-section measurement.

5.6.3 Construction of the background template

The background template is derived in a data-driven way to minimize the systematic uncertainty
and to avoid possible miss-modeling of the MC simulation. For this purpose, 0 b-tag control
region is used, where explicitly no b-jet is required in the event. The other selections are
identical with that of the signal region. As the true background shape in the signal region is
unknown, it is desirable to choose the control region, which is kinematically as close as possible
to the signal region. As is described in the previous section, OS−SS subtraction is performed
to derive the background template which is enriched by the fake τ candidates originated from
the light-flavor jet.

Figure 5.23 shows the comparison of the BDTj distribution between the electron and the
muon channel in 0 b-tag control region, after subtracting real τ and electron contributions
(mainly Z → τ+τ− and Z → e+e− processes) relying on the MC simulation. Since both
distributions show a good agreement within the statistical uncertainty, the electron and the
muon channel are combined to reduce the statistical uncertainty.

Table 5.6 also shows the composition in the 0 b-tag control region, where the dominant
process comes from the W+jet events. Since there are real τ or electron contributions from
Z → τ+τ−, tt̄ events with τ and lepton channel (signal events) that failed the b-tag requirement,
single-top process, and Z → e+e− process, these are subtracted based on the MC simulation.
The fraction of the subtracted events are 15% (20%) for τ1 candidate and 2% (3%) for τ3
candidate in the muon (electron) channel. More than 80% of the subtraction comes from
Z+jet events. Since the uncertainty of the MC production cross-section for the Z+jet process
has been estimated to be 4% [38], the possible fluctuation related to the subtraction is estimated
to be less than 1%, which can be neglected.

Finally, it is necessary to consider about the fact that the BDTj distribution depends on
the kinematics, especially on the pT of the τ candidate and the jet multiplicity in the events,
as shown in the Figure 5.24.

Since the hadronically decaying τ -lepton composes a narrow and isolated jet, higher pT

results in higher BDTj score (more collimated), while the higher jet multiplicity results in
the lower BDTj score. Given the fact that the 0 b-tag control region is dominated by the
W+jet process (lower pT , lower jet multiplicity compared to the tt̄ events), while actual signal
region is dominated by the tt̄ lepton plus jet events (higher pT , higher jet multiplicity compared
to the W+jet events), the kinematical difference need to be absorbed to correctly model the
background in the signal region. For this purpose, correction factor based on the MC simulation
is applied to the derived background template in 0 b-tag control region in data, as followings.

〈BDTj〉data, ≥ 1 b-tags =
〈BDTj〉MC, ≥ 1 b-tags

〈BDTj〉MC, 0 b-tags

× 〈BDTj〉data, 0 b-tags, (5.33)
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Figure 5.23: The comparison of the BDTj distribution (data) in 0 b-tag control region in data
for (top) OS and (bottom) SS sample in (left) τ1 and (right) τ3 candidate.

 (GeV)
T

tau p
0 10 20 30 40 50 60 70 80 90 100

j
B

D
T

0.4

0.45

0.5

0.55

0.6

0.65

0.7

 jet)τNumber of jet (except 
0 1 2 3 4 5 6 7 8 9 10

j
B

D
T

0.4

0.45

0.5

0.55

0.6

0.65

0.7
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where 〈BDTj〉 denotes the background BDTj distribution. Figure 5.25 shows the MC correction
factor and the derived background template.
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Figure 5.25: (Top) The MC correction factor for τ1 (left) and τ3 (right) candidates and (bottom)
the corresponding background template used in the analysis. The template starts from 0 b-tag
control region in data after OS − SS subtraction (black) and subtracting genuine τ and electron
components based on the MC simulation (red). In order to match the background shape to that
of the b-tag signal region, MC correction factor is applied to derive the background template
(hatched-blue).

In order to validate the background template, following tests have been performed.

• The background template derived from the W + 1 fake τ control region is used, followed
by the MC correction to look like the background distribution in 0 b−tag control region.
The derived template is compared to the background distribution in 0 b-tag control region
after subtracting real τ and electron contributions based on the MC simulation. This can
be written as,

〈BDTj〉data, 0 b-tags ↔
〈BDTj〉MC, 0 b-tags

〈BDTj〉MC, W + 1 fake τ

× 〈BDTj〉data, W + 1 fake τ . (5.34)
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Figure 5.26 shows the result, where both distributions are in decent agreement within the
uncertainty, demonstrating the validity of the correction method.
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Figure 5.26: Comparison of the background BDTj distribution between the 0 b-tag control
region (red) and the one derived from W+1 fake τ control region (blue) in (left) τ1 and (right)
τ3 candidates.

• The background template derived from the 0 b-tag control region is compared to the back-
ground distribution in the signal region after subtracting real τ and electron contributions
based on the MC simulation. In order to keep blind for the signal events, comparison is
performed using BDTj < 0.6 region only, where the signal contribution is less than 10%.
This can be written as,

〈BDTj〉data, ≥ 1 b-tags, BDTj > 0.6 ↔
〈BDTj〉MC, ≥ 1 b-tags

〈BDTj〉MC, 0 b-tags

× 〈BDTj〉data, 0 b-tags. (5.35)

Figure 5.27 shows the result of the comparison, also showing a decent agreement within
the uncertainty.

Based on the result obtained in this validation test, the background template was considered
to be applicable to the signal region without adding any additional uncertainties except for the
statistical one.

5.6.4 Validation test of the fitting method

Before applying the template fit to the signal region, the analysis performed the validation test
of the fitting method by using the pseudo data-samples (ensemble test). The purpose of the
validation test is,

• to check if there is any bias for the cross-section measurement

• to check the uncertainty for the cross-section measurement
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Figure 5.27: Comparison of the background BDTj distribution between the signal region (red)
and the one derived from 0 b-tag control region (blue) in (left) τ1 and (right) τ3 candidates.
The comparison is performed using BDTj < 0.6 to keep blind for the signal events.

• to check the linearity for the cross-section measurement

For this purpose, five thousand sets of pseudo experiments are performed by fluctuating BDTj

distributions for the signal template and the background template derived in the previous
section within the possible uncertainty. The uncertainty of the background template includes
the statistical, the one related to the subtraction of the real τ and electron contributions, and
the one related to the MC weighting factor.

Figure 5.28 shows the result of the ensemble test and Table 5.8 summarizes the result.
The average of the reduced χ2 distribution is one, as expected, ensuring the validity of the
ensemble test. The RMS of the pull distribution is almost close to 1, demonstrating that
the given uncertainty is reasonable. The error distribution has a tail component, which is
caused by the negative entries by the OS−SS operation in 0 b−tag control region. This can
be, however, avoided before the template fitting by selecting the proper binning when the
background template is constructed. The relative uncertainty for the signal extraction is found
to be 11% for the τ1 candidate events and 26% for the τ3 candidate events. The combined
cross-section is thus dominated by the result from the τ1 candidate events.

reduced χ2 output mean error (%) pull RMS MC expectation
τ1 candidate 1.0 826.1 10.7% 0.98 829
τ3 candidate 1.0 242.5 26.4% 0.97 243

Table 5.8: Summary of the ensemble test result. The error represents the relative uncertainty
for the signal extraction.

Since the observed cross-section is unknown before the template fit is performed, the linear-
ity and the bias of the fitting were checked by varying the amount of signals in the simulated
sample, from zero to twice the SM value with 0.2 steps. For each point, the ensemble test is
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Figure 5.28: The ensemble test results for (top) τ1 and (bottom) τ3 candidate events. (From
left to right) reduced χ2, mean of the fitting result (muon and electron channel combined),
error distribution and the pull distribution.

performed to see the extracted number of signal events. Figure 5.29 shows the linearity curve,
where the good linearity is observed with its slope close to unity. The intercept of the fitting
line (blue line) is almost zero, indicating almost no bias of the method.
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As the another test, the template fit method was tested using two statistically independent
MC samples. One sample was used to construct the expected data, including the signal events,
in the ≥ 1 b-tag signal region (50% of MC). The second sample (50% of MC) was used to
create the background template. The template fit was performed to see if the method could
extract the known number of signal events in the sample. The fitting results are summarized
in Table 5.9. Although the uncertainties are big due to the limited statistics of the 50% MC
simulation, the extracted number of events and the MC expectation shows a decent agreement.

τ1 + e τ3 + e τ1 + µ τ3 + µ
Fitting result 403 ± 63 187 ± 100 462 ± 129 143 ± 65

MC expectation 388 114 432 126

Table 5.9: Fitting results and the MC expectation using statistically independent MC samples
as the data and for the templates.

5.7 Systematic uncertainty on the cross-section

Before applying the template fit to the signal region, all the systematic uncertainties are eval-
uated. In this analysis, the sources of the systematic uncertainty arise from followings:

• MC expectation on the signal acceptance (A)

• Shape distortion of the background template due to the subtraction of the real τ and
electron contributions in the 0 b-tag control region.

• Shape distortion of the signal template

All of the above sources can be accounted for by varying the signal and the background template
at once within the uncertainties of each known systematics. The uncertainties on the cross-
sections were derived using ±1σ variation samples and performing the fitting, comparing the
extracted cross-sections to the nominal samples. Note that the variations of the signal accep-
tance directly affect to the variation on the cross-section, while only the shape (not the absolute
value) of the signal and the background template affect to the variation on the cross-section.

Table 5.10 shows the summary of the obtained systematic uncertainties on the cross-section
(dσ/σ). The systematic uncertainty on the signal acceptance (dA/A) is also shown as a cross-
check purpose. In the following sections, each systematic sources are described, followed by the
discussion.

5.7.1 Uncertainties related to the detector performance

Uncertainties related to the lepton Uncertainties related to the lepton trigger, recon-
struction and the selection efficiencies are estimated using the tag and probe method in Z → ``
control region in data. Z → `` process is selected by requiring two opposite signed leptons
with its invariant mass inside the Z mass window (91 GeV < m`` < 101 GeV). In order to
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τ + µ τ + e τ + µ τ + e
dA/A (%) dA/A (%) dσ/σ (%) dσ/σ (%)

muon pT smearing 0.0 / +0.1 ±0.0 ±0.3 0.0 / +0.1
muon trigger SF ±1.6 ±0.0 −1.1 / +1.5 ±0.1
muon identification SF ±0.0 ±0.0 −0.1 / 0.0 ±0.0
electron pT smearing ±0.0 0.0 / +0.2 ±0.2 −0.2 / 0.0
electron energy scale ±0.0 ±0.5 −0.3 / +0.1 −0.2 / +0.4
electron trigger SF ±0.0 ±0.8 −0.1 / +0.2 −0.7 / +1.0
electron identification SF ±0.0 ±2.9 −0.5 / +0.6 −2.8 / +2.7
jet energy scale −2.8 / +2.3 −3.4 / +3.0 −2.0 / +2.2 −1.9 / +2.8
jet energy resolution ±0.5 ±0.4 ±1.0 ±1.2
jet identification efficiency ±0.0 ±0.0 ±0.2 ±0.0
b-tag SF −5.7 / +5.3 −5.3 / +4.6 −7.7 / +9.0 −7.5 / +8.9
ISR/FSR ±4.5 ±5.7 ±4.8 ±3.5
parton distribution function ±2.0 ±2.1 ±2.0 ±2.1
parton shower 0.0 / +0.3 0.0 / +0.3 −0.3 / 0.0 −0.3 / 0.0
MC generator ±0.7 ±0.7 ±0.7 ±0.7
τ identification (τ1) ±5.0 ±5.0 −3.0 / +3.2 −2.7 / +3.0
τ identification (τ3) ±7.1 ±7.1 −3.1 / +3.4 −2.9 / +3.2
total (τ1) −9.6 / +9.3 −10.6 / +10.1 −10.1 / +11.3 −9.7 / +11.1
total (τ3) −10.9 / +10.6 −11.7 / +11.3 −10.2 / +11.3 −9.8 / +11.2

Table 5.10: The list of systematic uncertainty. dA/A is the uncertainty on the signal acceptance
and the dσ/σ on the cross-section.

avoid the trigger bias, a tag lepton is required to fire the corresponding single lepton trigger.
The purity of the lepton in this control region is estimated to be more than 99%, based on
the MC simulation. Scale factors are then evaluated by comparing the efficiencies between the
simulated Z events in the MC simulation and the one in data. The central value is applied to
the MC simulation to absorb the difference with respect to the data and its error is considered
as the systematic uncertainty. The lepton momentum scale and the resolution as well as its
uncertainties are evaluated by comparing the invariant mass distribution of the di-lepton (m``)
between data and MC simulation.

Uncertainties related to the jet Uncertainties related to the jet reconstruction is domi-
nated by the jet energy scale. The jet energy scale calibrates the measured calorimeter-level
jet energy to the particle-level (Section 3), taking into account the effect from neutrons, dead
materials, other detector effects, and algorithm specific biases. The knowledge of the jet en-
ergy scale becomes the uncertainty, where it is estimated by combining information from test
beam data, LHC collision data and the simulation [39]. The uncertainty ranges from 4 - 8%,
depending on the jet pT and η, as is shown in Figure 5.30.

The other jet-related uncertainties are the jet reconstruction efficiency and the jet energy
resolution. The jet reconstruction efficiency is estimated using a tag and probe method using
di-jet events in data. The probe jet is selected by requiring a cluster of the charged tracks,
so-called track-jets, in the inner tracker. The measured efficiency was found to be consistent
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Figure 5.30: Jet energy scale uncertainty as a function of the jet pT in 0.3 ≤ |η| < 0.8, as an
example. The total uncertainty is shown in blue.

with unity, and its uncertainty (2%) becomes the source of systematic uncertainty. The jet
energy resolution is also measured using di-jet events, as is described in section 3.4.4). The
data and the MC simulation agree within the statistical uncertainty of 10%, which is used to
assess the systematic uncertainty.

Uncertainty related to the b-tagging The uncertainty related to the b-tag efficiency is
evaluated using b-jet enriched sample [32][40], which was selected by requiring a muon that
is spatially matched to a calorimeter jet. The one of the typical efficiency measurement uses
templates of the muon momentum transverse to the jet axis to fit the fraction of b-jets before
and after the b-tagging to extract the b-tagging efficiency.

Since this analysis requires at least 1 b-tagged jet with 70% efficiency point (denote as
ε = 0.7), rough calculation of the acceptance uncertainty becomes 2∆ε(1− ε) = 6%, where ∆ε
is the b-tag efficiency uncertainty, which is typically ∆ε ∼ 10%.

Uncertainties related to the τ identification efficiency This is already described in
Section 5.6.2. The uncertainty related to the τ identification efficiency is evaluated using
Z → τµτhad control region in data by performing the template fitting. The uncertainty of 5.0%
in τ1 and 7.0% in τ3 candidate are used to estimate the systematic uncertainty.

5.7.2 Uncertainties related to the MC simulation

Uncertainty related to the event generator The uncertainty related to the choice of
the event generator was estimated by comparing the MC@NLO predictions to that of the
Powheg [41][42][43]. The Powheg also adopts the NLO approximation.
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Uncertainty related to the ISR/FSR The uncertainty related to the ISR/FSR effect was
evaluated using AcerMC [44] generator interfaced to the Pythia shower model, by varying
the parameters controlling ISR/FSR effect such as the hadronization scale (ΛQCD) and the pT

cut-off for the final state radiation, in a range consistent with the past experimental data6 [45].

Uncertainty related to the PDF The PDF uncertainty is evaluated by comparing the
results derived from the standard CTEQ PDF set and the one derived from alternative PDF
set [11][46], called MSTW7 [47] and NNPDF8 [48]. For each PDF set, there are 41 and 101
parameter variations by fluctuating possible setting parameters within ±1σ. The effect of the
parameter variations to the PDF is shown in Figure 5.31 as the ratio of the standard CTEQ
over the one under evaluation. The uncertainty is taken to be the RMS for each variations.
The RMS for CTEQ, MSTW and NNPDF are added in quadrature to give an overall PDF
uncertainty.
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Figure 5.31: Variations of the PDF with respect to the standard CTEQ PDF. Each entry
corresponds to each tt̄ event with various parton x. (Left) log-scale, (right) linear-scale.

Uncertainty related to the parton shower simulation The uncertainty of the parton
shower simulation was estimated by comparing different parton shower simulators: the Herwig
and the Pythia. The uncertainty is taken as half of the variation between two samples.

Statistical uncertainty The statistical uncertainty of the simulation samples is considered
as the Poisson errors

6The hadronic decay of the Z boson in e+e− collision, minimum bias collisions at pp̄ collisions, and Drell-Yan
production in pp̄ collisions.

7Martin-Stirling-Thorne-Watt PDF
8Neural Network PDF
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5.7.3 Uncertainties related to the luminosity

The uncertainty related to the luminosity determination is 3.7% (Section 5.2.1). The effect of
the luminosity variation directly affects to the signal acceptance, as well as the subtraction of
the real τ and electron contributions in the 0 b-tag control region.

5.7.4 Discussions on the systematic uncertainty

There are several discussions about the systematic uncertainties.

• The total uncertainty is an order of 11%, where the dominant uncertainty comes from
the b-tag efficiency uncertainty (8-9%).

• The systematic sources related to the electron (muon) can affect to the uncertainty on the
muon (electron) channel as the background template is constructed by combining both
channels (Section 5.6.3).

• The uncertainty on the cross-section is typically almost equivalent to the uncertainty on
the signal acceptance (dσ/σ ∼ dA/A). However, this is not the case for the system-
atic sources related to the τ identification efficiency, (dσ/σ < dA/A), jet energy scale
(dσ/σ < dA/A) and the b-tagging efficiency (dσ/σ > dA/A) due to the distortion of the
background template.

Concerning to the last item, assume that the τ identification efficiency increases by +1σ.
Then, the signal acceptance purely increases by +1σ, while its template shape is kept as it is.
On the other hand, the subtraction of the real τ contributions in 0 b-tag control region will
increase. As a consequence, the background template is distorted so that the higher BDTj

region becomes lower than nominal, which leads to the increase of the extracted number of
signal events. Since the acceptance and the extracted number of signals move to the same
direction (positive correlation), the uncertainty on the cross-section is partially cancelled out,
which results in dσ/σ < dA/A. Figure 5.32 shows the ±1 σ variation of the signal and the
background template in case of the τ1 candidate. The same thing can be said to the uncertainty
related to the jet energy scale.

Contrary to the systematic uncertainty on the τ identification efficiency, uncertainty related
to the b-tagging efficiency goes opposite direction. If the b-tagginf efficiency increases by +1σ,
the acceptance increases by +1σ, too. However, the subtracted components in the 0 b-tag
control region will decrease as they didn’t pass the b-tag selection, by definition. This distorts
the background template so that the higher BDTj region becomes higher than nominal, which
results in lower extracted number of signals. Since the acceptance and the number of extracted
events move to the opposite direction (negative correlation), the uncertainty on the cross-section
is enhanced, and becomes dσ/σ > dA/A.
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Figure 5.32: The variations of (left) the signal template and (right) the background template
when varying the τ identification efficiency by ±1σ. Note that the signal template shape does
not change.

5.8 Cross-section measurement

5.8.1 Individual cross-sections

Finally, the template fit is performed to the 2.05 fb−1 pp collision data accumulated by the
ATLAS detector. Figure 5.33 shows the fitting results, separately for the electron and the
muon channel, and for τ1 and τ3 candidate. Table 5.11 summarizes the results as well as the
calculated cross-section.

# of signal events χ2/n.d.f MC exp. tt̄ cross-section
τ1 + µ 489 ± 43 0.9 432 189 ± 17 ± 20 ± 7 pb
τ3 + µ 135 ± 33 0.4 126 177 ± 43 ± 21 ± 6 pb
τ1 + e 443 ± 46 0.2 390 190 ± 20 ± 20 ± 7 pb
τ3 + e 116 ± 30 1.4 112 171 ± 47 ± 21 ± 6 pb

Table 5.11: (From left to right) the number of extracted signal events by the template fit,
reduced χ2, MC expectation, and the calculated cross-section. The uncertainty represents the
statistical, systematic, and the luminosity uncertainty with this order.

Fitting results show a reasonable χ2/n.d.f. around unity, showing that the method developed
in this thesis works properly. When calculating the cross-section, contributions from non tt̄
processes in the signal template are subtracted, such as τs from Z → τ+τ−, diboson, and
the single-top process, and electrons from tt̄ dilepton and Z → e+e− process. Although the
calculated cross-section tend to be slightly higher than the MC expectation, it is consistent
within 1σ. The relative uncertainty on the signal extraction is an order of 9 - 10% for the τ1
candidate and 24 - 26% for the τ3 candidate, showing a good agreement with the ensemble test
results described in section 5.6.4.
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Figure 5.33: Fitting results in ≥ 1b-tag signal region for the muon (top) and the electron
(bottom) channel for the (left) τ1 and (right) τ3 candidate. Normalization of each template is
derived from the fit to the data and are shown as the blue (signal), red (background) and the
black (total) lines. The red band corresponds to the statistical uncertainty of the background
template.

5.8.2 Combined cross-section

The individual cross-sections are combined using BLUE9 [49] technique to get the final cross-
section, taking into account the correlation between measurements. The statistical uncertainty
is taken to be uncorrelated and the systematic uncertainties are considered to be fully correlated.
In the BLUE method, the combination is taken as the weighted sum of each measurement,

ŷ =
∑

αiyi (5.36)

where yi denotes each cross-section, and αi is the weight for each measurement and satisfy∑
i αi = 1. Given the error matrix E, α = (α0, α1, α2, α3) is determined so that,

χ2 = α†Eα (5.37)

9Best Linear Unbiassed Estimator
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is minimized10. Based on this method, the combined cross-section is calculated to be,

σtt̄ = 186 ± 13 (stat.) ± 20 (syst.) ± 7 (lumi.) pb. (5.39)

With a total uncertainty of 13%, resulting cross-section is consistent with the perturbative
QCD calculation, 164.6+11

−16 pb.
In this analysis, the background template was constructed using 0 b-tag control region in

data, after subtracting real τ and electron contributions based on the MC simulation. The
normalization of the subtracted tt̄ events were based on the MC cross-section (164.6 pb). The
variations of the result using the observed cross-section (186 pb), instead of the theoretical
prediction has been also checked to see the stability of the measurement. The tt̄ production
cross-section was varied within the measured uncertainty, and resulted in 1.8% fluctuation.
This is small enough to be covered by the current measurement uncertainty.

Figure 5.34 shows the jet multiplicity distribution, where the τ candidate is counted as a
jet. The events are divided into the higher BDTj region (BDTj > 0.7) and the lower BDTj

region (BDTj < 0.7). The former sample is dominated by the signal events, while the latter
sample is dominated by the tt̄ lepton plus jet background events (Figure 5.2 (a)). The data
shows a clear peak at three in the higher BDTj region, which is expected in case of the signal
events: two b-jets and one τ candidate. This demonstrates that the data extracted from the
analysis actually comes from the signal process. On the other hand, in lower BDTj region, the
data has a peak at four, which is also expected if the data predominantly comes from tt̄ lepton
plus jet backgrounds: two b-jets and two jets directly coming from two W bosons.

Figure 5.35 shows the invariant mass distribution between the τ candidate and the leading
non b-tagged jet, denote as m(τ, jet). The leading non b-tagged jet is selected if there are more
than two b-tagged jets, while second leading non b-tagged jet is chosen when there is only one
b-tagged jet in the event. The selected jet and the τ candidate are expected to have a mass
peak around W boson in case of the tt̄ lepton plus jet background, which is actually pronounced
in the lower BDTj region. The higher BDTj region is expected to have a wider distribution,
which is observed as well.

Figure 5.36 shows an event display of the signal candidate event including a τ3 and a muon
that passed all the event selection. The muon (pT = 20 GeV) is shown in the red line, τ3
candidate (pT = 53 GeV) is shown as a jet at the lower right in the xy projection plot. The
muon has a positive electric charge and the τ negative. The τ3 candidate has BDTj = 0.98,
indicating that the candidate is most likely coming from real τ -lepton. The tracks inside the
b-tagged jet are indicated by the light-blue tracks in the vertex region zoomed view. The b-
tagged jet (pT = 144 GeV) is the leading jet in the event, as expected. The missing transverse
momentum observed in the event is 39 GeV. The jet multiplicity is three including a τ candidate.

10The error matrix E is defined in the case of two variables,

E =
(

σ2
1 rσ1σ2

rσ1σ2 σ2
2

)
(5.38)

where r is the correlation coefficient. If r = 0, ŷ = (
∑
yi/σ

2
i )/(

∑
1/σ2

i ) and 1/σ2 =
∑

(1/σ2
i ) is derived which

is the one assuming the independent measurement.
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Figure 5.34: The jet multiplicity distribution for the OS−SS events in the signal region. (Left)
BDTj < 0.7, (right) BDTj > 0.7. The solid circles indicate data and the histograms indicate
the expected signal and background contributions from the MC simulation. The normalization
of the expected signals and the backgrounds are based on the fit result.
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Figure 5.35: m(τ , jet) distribution for the OS−SS events in the signal region. (Left) BDTj <
0.7, (right) BDTj > 0.7. Note that the W boson peak is slightly lower than actual W boson
mass due to the τ energy scale.

5.8.3 Discussions on the cross-section

Interpretation of the result

This measurement is the first of the tt̄ production cross-section in the channel with a hadroni-
cally decaying τ -lepton and an additional lepton at

√
s = 7 TeV with a precision of 13%. The

measured cross-section, 186 ± 13 (stat.) ± 20 (syst.) ± 7 (lumi.) pb. is consistent with the per-
turbative QCD calculation (164+11

−16 pb), as well as the measured cross-sections using different
decay channels by ATLAS [2][3][50][4] and the CMS [51][52][53][54][55] experiments performed
so far. Figure 5.37 summarizes the results in both experiments.

The measured uncertainty of the ATLAS experiment in τ plus lepton channel has a better
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Figure 5.36: Event display of the signal candidate event (tt̄ → τ−3 ν̄τµ
+νµbb̄). The event was

taken at 21st, May, 2011.

systematic uncertainty (11%) compared to the one obtained by the CMS experiment (15%).
This owe the OS−SS subtraction technique, which enable us to remove part of the backgrounds
and to estimate the backgrounds in a data-driven way. This led to reduce the systematic
uncertainty. In case of the CMS measurement, the number of background is estimated by
assuming that the fake rate of the jet faking τ candidate is in-between the fake rate obtained
in the multi-jet sample and the one in W + 1 fake τ candidate control sample. The fake rate is
estimated from data, and the systematic uncertainty is taken as a half of the variation of the fake
rate. Although the CMS experiment has a five times better S/N ratio compared to the ATLAS
experiment at the expense of the signal acceptance (0.03% for CMS, 0.1% for ATLAS), the
systematic uncertainty due to the background estimation overwhelm the systematic uncertainty
compared to that of the ATLAS experiment.

Figure 5.38 shows the tt̄ production cross-section as a function of the center-of-mass energy.
The yellow and the blue band shows the theoretical prediction of the pp̄ and pp collision,
respectively. The dotted points show the experimental results. The data points at 1.96 TeV are
measured by the former energy frontier experiment, Tevatron [56]. The measurement performed
by this study corresponds to the red point.

From these results, this research has been demonstrated the validity of the SM about the
t-quark decay into a τ -lepton through the tt̄ production cross-section measurement.
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Figure 5.37: Summary of the tt̄ production cross-section measured in ATLAS (left) and the
CMS (right) experiments with corresponding theoretical expectations.

Cross-check of the result

As a cross-check purpose, the template fit is also performed with various combinations of the
templates, as followings:

• The background template without the MC weighting factor

• The background template derived from W + 1 fake τ control region

• The signal template derived from Z → τµτhad control region, based on the MC simulation

And all of them were found to be consistent with the result within the uncertainty.

The cross-section has been also cross-checked using the another background estimation
method, so-called the matrix method. The matrix method solves the simple system of equations
based on the signal efficiency and the fake rate at BDTj = 0.7 cut, where the efficiency is
estimated based on the MC simulation and the fake rate is estimated using W + 1 fake τ
control region in data [D.4].

All the τ candidates are labeled as loose, and the τ candidates that satisfy BDTj > 0.7 are
labeled as tight. The probability that the loose τ candidate also becomes the tight τ candidates
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is defined as followings, for both the τ -lepton and the fake τ -lepton:

εreal =
N tight

real

N loose
real

, εfake =
N tight

fake

N loose
fake

(5.40)

where the subscript ”real” denotes a τ -lepton and the ”fake” denotes fake τ candidate and N
is the number of τ candidate. Then, the number of tight τ -lepton is given by,

N tight
real = N tight

data − εfake

εreal − εfake

(
N loose

data εreal −N tight
data

)
(5.41)

Note that the OS−SS subtraction technique is also applied to the matrix method approach.
The efficiency (εreal) and the fake rate (εfake) are measured separately for three fEM bins,

which is the ratio of the energy measured in the electromagnetic calorimeter to the total energy
of the τ candidate measured in the calorimeter. This variable is an effective variable for splitting
the data into regions where the shape of the OS−SS BDTj distribution in MC becomes similar
between W + 1 fake τ control region and the background distribution in the ≥ 1 b-tag signal
region [D.5]. The obtained cross-section in the matrix-method shows 165±13 (stat.)+16

−15 (syst.)±
6 (lumi.) pb, which is comparable to the cross-section result obtained by the template fit.
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Interpretation to the charged Higgs boson

The measured tt̄ production cross-section in τ -lepton final state is sensitive to the charged Higgs
boson, which is predicted by the supersymmetry model that in some scenarios predominantly
decays into τντ . Assuming that the difference between the observed cross-section and the
predicted cross-section is attributed to the contributions from the charged Higgs boson, the
upper limit has been set on the branching ratio that the t-quark decays into a charged Higgs
boson (H±) and a b-quark, where the charged Higgs boson is assumed to decay into a τντ with
100% probability.

In order to calculate the upper limit, tt̄ events are simulated using Pythia event generator
with its decay including a charged Higgs boson, assuming that the charged Higgs boson mass
(mH±) to be [90, 160] GeV, with 10 GeV step. The MC samples include tt̄ → bb̄H±W∓

and tt̄ → bb̄H±H∓ process with the decay mode of the charged Higgs boson is fixed to be
H± → τ±ν. The upper limit was calculated based on the CLs method [57]. Assuming the error
is gaussian, CLs is defined as,

CLb = P (N < Nobs; b) (5.42)

CLs+b(µ) = P (N < Nobs;µs+ b) (5.43)

CLs =
CLs+b

CLb

(5.44)

where CLb denotes the probability that the number of events (N) become smaller than the
observed number of events (Nobs), while CLs+b is the probability that the observed number of
events can be explained by s+ b hypothesis. µ is called as the signal strength. If CLs+b = 0.05,
it is said that the µ is excluded by 95% confidence level. The concept of each variables are
depicted in Figure 5.39.

In case of this measurement, background only hypothesis provides the number of observed
events to be

Lσtt̄A× (1 − B)2 (5.45)

where A is the signal acceptance and B is the upper limit on the branching ratio, B(t± → H±b).
On the other hand, the signal plus background hypothesis provides the number of

Lσtt̄A× (1 − B)2 + Lσtt̄A× 2B(1 − B) (5.46)

Since the above quantity is a function of B, B is increased until following condition is satisfied.∫ N

0
P (n; s+ b)dn∫ N

0
P (nb; b)dnb

= 0.05 (5.47)

This is the standard CLs approach, giving an upper limit with 95% confidence level.
Figure 5.40 shows the resulting upper limit as a function of mH± and the corresponding

exclusion limit on tanβ - mH± plane. By this measurement, the upper limit is set from 4 to
8%, depending on the assumed charged Higgs boson mass. The sensitivity becomes lower as
the charged Higgs boson mass becomes larger. This is due to the fact that the pT of the b-jet
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Figure 5.39: Schematic picture explaining CLb and CLs+b.

via the t± → H±b decay becomes softer as it is proportional to the t-quark mass minus the
charged Higgs boson mass. This especially affects to the signal acceptance on the number of
jet requirement, which results in lower sensitivity [D.6]. The cut efficiency for the number of
jet requirement is 86% in case of mH± = 90 GeV, while 64% in case of mH± = 160 GeV.
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Figure 5.40: (left) observed upper limit on B(t± → H±b) as a function of mH± , and (right)
exclusion on tanβ −mH± parameter plane.

The former energy frontier experiment, Tevatron set an upper limit on the branching ratio
based on the 0.9 fb−1 pp̄ collision data using tt̄ events. The upper limit of 15 - 25% was obtained
depending on the assumed charged Higgs boson mass between 80 GeV < mH± < 155 GeV.
This measurement improved the upper limit by a factor of 4.
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In order to increase the sensitivity and to search for new physics in a model-independent
way, the ratio of the measured tt̄ cross-section between the di-lepton channel and the τ plus
lepton channel (Rτ`/``

σ ) are evaluated, which is defined as

Rτ`/``
σ =

σ(tt̄→ τ + `)

σ(tt̄→ `+ `)
. (5.48)

where σ(tt̄ → ` + `) and σ(tt̄ → τ + `) denotes the observed cross-section in the di-lepton
channel and the τ plus lepton channel. By taking a ratio, most of the systematic uncertainties
which is common between two measurements are partially cancelled out, such as the luminosity
uncertainty. If the charged Higgs boson exists and it predominantly decays into τντ , large R`τ/``

σ

value should be observed compared to the unity. The DØ experiment at the Tevatron has been
performed this measurement using 1.0 fb−1 pp̄ collision data, and they obtained

R`τ/``
σ = 0.97+0.32

−0.29 [58]. (5.49)

In this thesis, all the possible combinations of the ratio: Rτe/ee
σ , Rτµ/µµ

σ , Rτe/eµ
σ and Rτµ/eµ

σ

were considered. In order to avoid the real τ contributions in the di-lepton channel such
as tt̄ → τ`ντ`ν`bb̄ (11% for ee, 14% for µµ and 12% for eµ channel) and tt̄ → τ`νττ`ντbb̄
process (0.4− 0.5%) are eliminated based on the MC simulation, where τ` denotes the leptonic
decay of the τ -lepton. Figure 5.41 shows an example of the comparison between the di-lepton
(µµ) channel and the τ plus muon channel, as well as its ratio for each systematic source.
Another comparisons are shown in [D.7]. As expected, part of the systematic uncertainties are
cancelled out, while the one related to the τ identification is only one-sided. The systematic
uncertainty related to the b−tagging is not cancelled out so much due to the fact that these
uncertainties distort the background template, and thus have a correlation between the signal
acceptance in τ plus lepton channel (Section 5.7.4). Since the systematic uncertainty on the
di-lepton channel simply comes from the uncertainty on the signal acceptance, variations of the
systematic uncertainty becomes different between two channels. As a consequence, we got,

Rτe/ee
σ = 1.02 ± 0.13(stat.)+0.09

−0.10(syst.), (5.50)

Rτµ/µµ
σ = 1.06 ± 0.10(stat.)+0.07

−0.06(syst.), (5.51)

Rτe/eµ
σ = 0.97 ± 0.10(stat.) ± 0.06(syst.), (5.52)

Rτµ/eµ
σ = 0.97 ± 0.09(stat.) ± 0.08(syst.). (5.53)

Finally, above results are combined taking into account the statistical overlap between each
measurement. For this purpose, pseudo experiments are performed to evaluate possible fluctu-
ation on the ratio by actually fluctuating observed cross-section with its statistical uncertainty.
The systematic uncertainty is considered to be 100% correlated between each measurement
except for electron and muon related one. The combined result is,

Rτ`/``
σ = 1.00 ± 0.07(stat.) ± 0.06(syst.) (5.54)

Figure 5.42 shows the summary of the ratio as well as its combined result, where all of them
are found to be consistent with unity. The uncertainty of the combined result is 9%, which is
the most precise measurement performed so far.

100



cross section (pb)
150 160 170 180 190 200 210

muon

electron

JES

JER

ISR/FSR

Generator

PDF

btag

tauID

Lumi
-channelµµ

-channelτµ

Ratio
0.8 0.85 0.9 0.95 1 1.05 1.1 1.15 1.2

muon

electron

JES

JER

ISR/FSR

Generator

PDF

btag

tauID

Lumi
µµ/τµ

Figure 5.41: (Left) Variations of the cross-section for each systematic source between the di-
muon channel (black) and the τ plus muon channel (blue). (Right) The ratio between them,

Rτµ/µµ
σ .

µ + µ / µ + τ  + e / e + e
τ

 + eµ
 + e / 

τ
µ

 / e + 
µ + τ Combined

R
at

io

0.6

0.8

1

1.2

1.4

Figure 5.42: Results of the measured R`τ/``
σ for the possible combination of the di-lepton channel

and the τ plus lepton channel.

101



Chapter 6

Conclusion

A measurement of the t-quark pair production cross-section is presented using final states
characterized by a lepton (a muon or an electron) and a hadronically decaying τ -lepton (tt̄ →
τ+ντ`

−ν̄`bb̄). The analysis was based on the 2.05 fb−1 pp collision data at
√
s = 7 TeV produced

by the LHC and recorded by the ATLAS detector from April to August during 2011.
The candidate events are extracted based on the event topology of the final state. The

selection has been optimized based on the simulation to maximize the signal significance. The
analysis then exploits the multi-variate analysis based on a Boosted Decision Tree (BDT) on
the reconstructed τ candidate to isolate signal events from backgrounds where one of the jets
misidentified as a hadronically decaying τ -lepton. The number of background events among
the candidate events has been estimated in a data-driven way to minimize the systematic
uncertainty. The obtained tt̄ production cross-section is:

σtt̄ = 186 ± 13 (stat.) ± 20 (syst.) ± 7 (lumi.) pb,

where each uncertainty represents the statistical uncertainty, the systematic uncertainty and
the uncertainty related to the luminosity determination, respectively.

A unique feature of the present analysis is the method to extract tt̄ events with hadronically
decaying τ -lepton at the LHC. This includes followings:

• The application of the multivariate analysis that has a large separation power between
the signal events and backgrounds, enabling us to keep high signal acceptance.

• The usage of the same-sign events (a charge correlation between a lepton and a recon-
structed τ candidate), which is composed of pure backgrounds, to model part of the
backgrounds in the signal region. This makes it possible to model the backgrounds in a
data-driven way, which leads to a reduction of the systematic uncertainty.

An application of the signal extraction method leads to the most precise measurement of
the tt̄ production cross-section in τ -lepton final state with dσ/σ = 13%. The measured cross-
section is in good agreement with other measurements performed by ATLAS and the CMS
experiment so far, and with the perturbative QCD calculation (164+11

−16 pb), demonstrating the
validity of the Standard Model about the t-quark decay into τ -lepton. The method developed

102



in this thesis is being used for new physics search such as the charged Higgs boson, where the
tt̄ process in τ -lepton final state becomes the dominant background.

From the obtained cross-section, the upper limit on the branching ratio that the t-quark
decays into a charged Higgs boson and a b-quark is calculated to be B(t± → H±b) < 4 - 8%
with 95% confidence level, depending on the assumed charged Higgs boson mass (mH±) in a
range of 90 GeV < mH± < 160 GeV. The ratio of the observed cross-section to that of the di-
lepton channel gives 1.00± 0.09, which also support the Standard Model expectation. Further
improvement on the systematic uncertainty will lead to the better measurement that can probe
new physics effect.
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Appendix A

Additions for Chapter 2

A.1 Spontaneous symmetry breaking and the mass of

the gauge bosons and fermions

The weak interaction is a consequence of the short-ranged force mediated by massive W± and
Z bosons (MW = 80 GeV, MZ = 91 GeV). However, the mass of the gauge boson is originally
required to be zero to keep the Lagrangian to be invariant under the gauge transformations
(gauge symmetry).

To solve this problem, a spin zero field, called a Higgs field, is assumed. The Higgs field
is a doublet in SU(2) space and carries U(1) hyper charge, but is singlet in color space. The
gauge bosons and fermions can interact with this field and acquire non zero masses through
the spontaneous symmetry breaking.

Suppose SU(2) Higgs field, φ that carries hyper charge Y = 1 and weak isospin T3 = 1/2.

φ =

(
φ+

φ0

)
(A.1)

where φ+ and φ− are each complex fields,

φ+ =
φ1 + iφ2√

2
(A.2)

φ0 =
φ3 + iφ4√

2
. (A.3)

The charge assignment in equation (A.1) is given by the electric charge defined as

Q = T3 +
YH

2
(A.4)

where YH is the hyper charge of the Higgs field.
The Lagnrangian of the Higgs field can be written as

Lφ = (∂µφ)†(∂µφ) − µ2φ†φ− λ(φ†φ)2, (A.5)
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where

φ†φ =
(φ2

1 + φ2
2 + φ2

3 + φ2
4)

2
. (A.6)

The last two term in equation (A.5) is the potential term and denote as V (φ) = µ2φ†φ−λ(φ†φ)2.
Then, V (φ) is invariant under the local gauge transformation.

φ(x) → φ
′
(x) = ei~α(x)·~τ/2φ(x) (A.7)

where τ1 is the Pauli matrices and αi are the parameters.
Suppose µ2 < 0, V (φ) has a minimum at

φ†φ =
−µ2

2λ
=
v2

2
(A.8)

Given the definition in equation (A.6), there are many solutions that can satisfy above. There-
fore, certain vacuum φ0 is defined so that φ3 = v and φ1 = φ2 = φ4 = 0. Considering the
expansion around the vacuum, φ is chosen to be

φ =
1√
2

(
0

v +H(x)

)
(A.9)

This choice is guaranteed because one can make a gauge transformation φ → φ
′

= ei~τ ·~θ/vφ
for an arbitrary φ(x) and rotate φ(x) into the form of equation (A.9). By choosing a certain
direction, this results in three massless goldstone boson and finally becomes the longitudinal
parts of the massive W and Z boson.

Finally, in order to make the Lagrangian to be invariant under the local gauge transformation
given in equation (A.7), ∂µ is replaced by the covariant derivative Dµ, defined as

Dµ = ∂µ − ig1
YH

2
Bµ − ig2

~τ

2
· ~W (A.10)

where Bµ and ~Wµ are the gauge fields which is introduced to keep the gauge covariance in
U(1) ⊕ SU(2)L transformation. ~τ = σ/2 is the SU(2) generator and YH is the hypercharge of
the Higgs field.

Once φ get the vacuum expectation value, the Lagrangian get the extra term,

φ†
(
ig1

Y

2
Bµ + ig2

~τ

2
· ~Wµ

)†(
ig1

Y

2
Bµ + ig2

~τ

2
· ~W µ

)
φ (A.11)

By substituting Y = 1 and φ = 1/
√

2(0, v), this becomes,(
1

2
vg2

)2

W+
µ W

−µ +
vg

2

2 1

cos2 θW

ZµZ
µ (A.12)

where W± = (W1µ ± iW2µ)/
√

2, Zµ = cos θWW3µ − sin θWBµ and cos θW = g2/
√
g2
1 + g2

2.
Therefore, the mass term for the W and Z boson becomes,

mW =
gv

2
(A.13)

mZ =
gv

2 cos θW

(A.14)

(A.15)
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Since there is no AµAµ term, the massless photon is expected. The vacuum expectation value
is related to the Fermi’s constant (GF = 1.16 × 10−5 GeV−5) like,

v = (
√

2GF )−1/2 = 246 GeV. (A.16)

In the SM, fermion mass term L = −m(φ̄LφR + φ̄RφL) is required to be zero as this will
break the gauge symmetry. However, using the Higgs field defined in the previous section, one
can add following interaction term for the fermion. In case of the lepton,

Lint = ge

(
L̄φe−R + φ†ē−RL

)
. (A.17)

where,

L =

(
νe

e−

)
φ =

(
φ+

φ0

)
. (A.18)

After the spontaneous symmetry breaking, substituting equation (A.9) gives, in the case of
leptons,

Lint =
gev

2

(
ē−Le

−
R + ē−Re

−
L

)
+
ge

2

(
ē−Le

−
R + ē−Re

−
L

)
H (A.19)

The first term represents the mass term, where its mass is given by gev/
√

2. The second term
represents the interaction between the Higgs field and the fermion with its coupling strength
given by me/v.

In case of quarks, it is well known that if φ =

(
a
b

)
is an SU(2) doublet, then φc which is

defined as

φc = −iτ2φ∗ =

(
−b∗
a∗

)
(A.20)

becomes also the SU(2) doublet. Then, one can also write terms in Lint using,

φc =

(
−φ0∗

φ−

)
. (A.21)

One can expand φc as followings after the spontaneous symmetry breaking.

φc →
(

−v+H
2

0

)
. (A.22)

Then, the interaction Lagrangian of the quarks,

Lint = gdQLφdR + guQ̄LφcuR (A.23)

= mdd̄d+muuū+
md

v
d̄dH +

mu

v
ūuH (A.24)

The first two term represents the fermion masses and the last two term represents the interaction
of d and u quarks with Higgs boson. This representation is expanded to three generations of
the quark and leptons. The coefficient of each term is an arbitrary parameter, and not related
to each other, the masses have to be measured. The verification of the characteristics of the
Higgs boson that the coupling strength is proportional to the fermion mass is an essential
experimental aspect one the Higgs boson is discovered.
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A.2 SuperSymmetry

The super symmetry (SUSY) is the symmetry between the fermion and the boson. It predicts
the existence of the SM counterpart with spin 1/2 difference. The main motivation to introduce
the SUSY is to solve the hierarchy problem, where the Higgs boson mass is fine tuned.

Theoretically, the supersymmetric operator Qαi is introduced, where α is the spinor index
and the i is the number of degree of freedom (1 ≤ i ≤ N). It operates to the bosonic state |B〉
and transform it into the fermionic state |F 〉 such that,

Qαi|B〉 ∼ |F 〉 (A.25)

This means that the Qαi is the operator to exchange the fermion and the boson. Suppose i = 1,
Qα ≡ Qα,1 satisfies following algebra:

[Qα,M
µν ] = i(

1

2
σµνQ)α (A.26)

[Qα, P
µ] = 0 (A.27)

{Qα, Q̄β} = −2(γµ)αβP
µ (A.28)

{Qα, Qβ} = {Q̄α, Q̄β} = 0 (A.29)

where σµν = (1/2i)[γµ, γν ], Q̄ = Q†γ0. The first term means that Qα acts as a spinor. The
second term represents Qα is the conserved quantity and that Qα can also commute with
m2 = PµP

µ, thus Qα does not change the mass. This means that the SUSY partner should
have the same mass with that of the SM partners. However such SUSY particles are not
yet observed and the SUSY is broken in some extent. This broken scale is acceptable up to
O(1 TeV). The third term indicates that if Q is operated twice, that becomes a momentum
operator.

Though the number of particles become twice by introducing the SUSY, many possible new
interactions can be considered and expect to solve several problems as followings.

Hierarchy problem of the Higgs boson mass SUSY is expected to solve the quadratical
divergence of the Higgs mass. Because it can reduce the size of the quantum corrections by
having automatic cancellations between fermionic and bosonic Higgs coupling. As is shown in
Figure A.1, the fermionic top quark (t) loop and the scalar stop (t̃) squark loop can cancel
out each contributions. The fermion has a infinite number of negative energy originated from
the Dirac’s sea, while the boson has a infinite number of positive energy originated from the
zero-point oscillation of the harmonic oscillator.

Candidate of the dark matter In many SUSY models, there is a heavy stable particle
with neutral charge. The existence of the supersymmetric dark matter candidate is due to the
R-parity conservation, which is defined as

R = (−1)3(B−L)+2s (A.30)

Due to the R-parity conservation, the lightest SUSY particle (LSP) cannot decay. Therefore,
LSP can be the candidate for the dark matter. In order to fit the observations, it is assumed
that the mass of LSP should be around 100 GeV to 1 TeV.
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t̃

Figure A.1: By introducing the stop squark (t̃), i.e., the bosonic parter of the top quark, the
hierarchy problem of the Higgs boson mass can be avoided.

Unification of the gauge coupling constant The renormalization group evolution of the
gauge coupling constants is sensitive to the present SM particle content. Currently, these
coupling constants do not meet together at the unification scale (1016 GeV). However if the
SUSY exists, the coupling constants will be converged at approximately 1016 GeV [59], as is
shown in Figure A.2.

Figure A.2: By introducing SUSY particles, the coupling constant of three gauge bosons meet
at the energy scale of O(1016 GeV) [60].

A.3 Measurement of the strong coupling constant

There are a wide range of methods used to measure the strong coupling constant, such as the one
using deep inelastic scattering, τ lepton decay, quarkonium spectroscopy, e+e− annihilation, and
the hadron-hadron scattering. One of the most simplest example is to use the e+e− annihilation
process, where the absolute value of αs is evaluated by measuring the R ratio which is given
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by,

R(Q) =
σ(e+e− → hadrons)

σ(e+e− → µ+µ−)
= REW(Q)(1 + δQCD(Q)), (A.31)

where δQCD is a function of αs(Q
2).

For each measurement, the typical momentum scale Q is given together with the measured
value at that scale, αs(Q). It is often the case to extrapolate αs to the Z boson mass scale,
αs(MZ). Figure A.3 shows the summary of αs(MZ). The method used to evaluate αs is also
written in the plot.

0.11 0.12 0.13

a
α    ((ΜΜ    ))s Z

Quarkonia (lattice)

DIS  F2 (N3LO) 

τ-decays (N3LO)

DIS  jets (NLO)

e+e– jets & shps (NNLO) 

electroweak fits (N3LO) 

e+e– jets & shapes (NNLO) 

Υ decays (NLO)

Figure A.3: Summary of the αs(MZ) measurement.

A.4 Evolution of the PDF

The evolution of the PDF can be derived as followings.

dqi(x,Q
2)

d log(Q2)
=
αs

2π

∫ 1

x

(
qi(z,Q

2)Pqq

(x
z

)
+ g(z,Q2)Pqg

(x
z

)) dz
z

(A.32)

dg(x,Q2)

d log(Q2)
=
αs

2π

∫ 1

x

(∑
i

qi(z,Q
2)Pgq

(x
z

)
+ g(z,Q2)Pgg

(x
z

)) dz

z
(A.33)

where qi(x,Q
2) and g(x,Q2) represents the PDF for the quark type i and the gluon, respectively.

Pp
′
p is called splitting function, which is the probability that a parton type p converts into a

parton type p
′
carrying a momentum fraction of x/z (z is the initial parton momentum). The

first equation describes the change of the quark densities with Q2 due to the gluon radiation
and the gluon splitting. The second equation describes the change of the gluon density with Q2

due to the gluon radiation off quarks and gluons. Since this equation assumes massless partons,
this argument is only valid for the gluon and the light quarks (u, d, s).
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Appendix B

Additions for Chapter 3

B.1 Pseudo rapidity

The center-of-mass of the parton-parton scattering is normally boosted with respect to that
of two incoming hadrons. Therefore, it is useful to classify the final state in terms of vari-
ables which transform simply under longitudinal boosts. For this purpose, the rapidity y, the
transverse momentum pT and the azimuthal angle φ are used. The rapidity y is defined as,

y =
1

2
ln

(
E + pz

E − pz

)
= ln

(
E + pz√
p2

T +m2

)
(B.1)

where E, m and pz is the particle mass, energy and the momentum in z direction. The rapidity
y is additive under the Lorentz transformations along the z-axis. The rapidity differences are
boost-invariant. Using above variables, the four momentum of the particle with mass m can
be written as,

pµ = (E, px, py, pz) (B.2)

= (mT cosh y, pT sinφ, pT cosφ,mT sinh y) (B.3)

where the transverse mass is defined as mT =
√
p2

T +m2.
If the mass of the particle is negligible or it is traveling close to the speed of light, then the

pseudo rapidity η is used instead of y. Substituting m = 0 in equation (B.1) gives

η =
1

2
ln

(
E + E cos θ

E − E cos θ

)
=

1

2
ln

(
1

tan (θ/2)2

)
= − ln

(
tan

θ

2

)
(B.4)

The merit to use this variable instead of θ is that the the difference in the rapidity of two
particles become independent of the Lorentz boosts along the beam axis.

B.2 Vertex Finder Algorithm

The reconstruction of primary vertices can be classified into two stages.
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• Primary vertex finding : Take association of the reconstructed track to a particular vertex
candidate

• Vertex fitting : Reconstruct and refit the actual vertex position every after taking the
track association

Note that two stages are not distinguishable from each other. In principle, the reconstruction of
primary vertices start from the preselection of the tracks compatible with the expected bunch
crossing region. The selected tracks are then ordered according to the impact parameter in z
direction. Then, track clusters in z projection are searched for using a sliding window approach.

The obtained clusters are regarded as independent primary vertex candidates. Each of these
candidates is reconstructed using one of the vertex fitters. The χ2 between the vertex estimate
and the trajectory in test is calculated. The trajectories with χ2 < 8% are rejected and the
candidate is refitted. The procedure is repeated until no incompatible tracks are left or the
cluster size becomes too small to continue.

B.3 The Hough Transformation

The Hough transformation [61][62] is used for the track reconstruction based on the hit pattern
at the Muon Spectrometer. All the lines in the xy plane that passes (x, y) = (x0, y0) can be
expressed like,

y0 = ax0 + b (B.5)

On the other hand in the (a, b) parameter space, this can be projected like,

b = −ax0 + y0 (B.6)

In this way, all the possible lines in xy plane that passes (x, y) = (x0, y0) can be translated into
the one line in (a, b) parameter space.

Now, if there are sets of points (xi, yi), i = 1, 2, · · · , N which lies in the same line, i.e.,
y = a0x+ b0, all the corresponding lines in (a, b) parameter space has a cross points at (a0, b0).
By using this characteristics, one can recognize the straight line in which the number of cross-
points become maximum.

To avoid the mathematical difficulties (infinity or zero), it is often the case to use

r = x cos(φ) + y sin(φ) (B.7)

instead of y = ax+ b. The straight line is found so that the cross points in (r, φ) plane become
maximum. Figure B.1 shows the example of the Hough transformation, where the each curve in
(r, φ) plane corresponds to one point in 2-D space. The straight line can be found by searching
for the parameter at which the number of cross-point become maximum.

B.4 Sagitta measurement

To measure the transverse momentum (pT ) of the muon in the barrel, sagitta measurement is
performed making use of the magnetic deflection caused by the barrel toroidal magnet.
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Figure B.1: A set of points (left) and their representation in the Hough Space (right).

Figure B.2: Muon that traverses three layers of the barrel detector under the magnetic field
with its strength B.

Suppose the muon traversing the magnetic field as shown in Figure B.2. Then since,

pT (GeV) = 0.3Bρ(T · m) (B.8)

and
L

2ρ
=

sin θ

2
≈ θ

2
, (B.9)

θ ≈ 0.3LB/pT is derived. Therefore the sagitta (s) can be calculated by

s = ρ(1 − cos θ) ≈ ρ
θ2

8
≈ 0.3BL2

8pT

(B.10)
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In this way, sagitta is translated into the pT . Since the resolution is proportional to the factor
of 1/(BL2), ATLAS makes use of large L, while CMS makes use of large B.

It is noted that since ∆(1/pT ) ∼ (∆s/s), 1/pT , (not pT ) obeys the gaussian when s obeys
the gaussian. Assume the sagitta measurement is performed in xy plane with three space points
with its positional resolution of σ(x) ∼ σ(y),

σ(pT )

pT

=
σ(s)

s
=

√
3

2
σ(x)

s
=

√
3

2
σ(x)8pT

0.3BL2
(B.11)

is derived. Generally, the pT resolution will be followings when the number of measured space
point is N (N ≥ 10).

σ(pT )

pT

=
σ(x)pT

0.3BL2

√
720

N + 4
(B.12)

If the N = 10, σ(x) = 30 µm, B = 2 T, L = 1.1 m, pT = 100 GeV, 3% accuracy is feasible.

B.5 Muon pT resolution

In Figure B.2, sagitta (s) can be calculated by

s = ρ

(
1 − cos

θ

2

)
(B.13)

≈ 1

2!
ρ
(α

2

)2

(B.14)

=
ρα2

8
(B.15)

=
L2

8ρ
(B.16)

Therefore, ρ = L2/8s. Then from equation (B.8),

pT = 0.3
L

8s

∫
BdL (B.17)

The pT resolution can be written as

∆pT

pT

=
∆s

s
⊕ σ(energy loss)

pT

(B.18)

=
σ(s)8pT

0.3L
∫
BdL

⊕ σ(energy loss)

pT

(B.19)

where σ(s) are classified into the multiple scattering term and the intrinsic term (such as the
chamber alignment etc) and can be written as σ(s) = σ(s)MS ⊕ σ(s)chamber.

Now it is known that the multiple scattering term has a resolution which is given by the
Moliere equation,

σ(s)MS =
L

2

0.0136

pT (GeV)

√
X

X0

(B.20)
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where L is given by Figure B.2 and X0 is the radiation length. The term ∆θ ≡ 0.0136
pT

√
X
X0

is

the angular spread due to the multiple scattering.
From above point of view, pT resolution become,

∆pT

pT

=

[
σ(s)chamber

8pT

0.3L
∫
BdL

]
⊕

[
0.0136

2

√
X

X0

8

0.3
∫
BdL

]
⊕
[
σ(energy loss)

pT

]
(B.21)

This means that the pT resolution can be expressed by p0pT +p1+p2/pT , where each corresponds
to intrinsic term, multiple scattering term and energy loss term. Typically, ATLAS muon
spectrometer has a pT resolution of a few % for pT < 100 GeV and 10% up to pT = 1 TeV.
Figure B.3 shows the breakdown of the contributions for the pT resolution.

Figure B.3: A simulated muon pT resolution. The alignment curve is for an uncertainty of
30 µm in the chamber positions. (Left) is for |η| < 1.5 and (Right) is for |η| > 1.5.
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Appendix C

Additions for Chapter 4

C.1 Limited Proportional mode

TGC is operated under the so-called limited proportional mode. The limited proportional mode
is one of the gas amplification process, where these process can be characterized by the applied
high voltages. To see this, pulse-height as a function of the applied High voltage is shown in
Figure C.1. Each operational mode has a following characteristics.

Figure C.1: Number of collected ion pairs as a function of the applied High voltage. Typically,
the operational mode can be classified into six regions.
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I. Recombination region The applied High voltage is too low and the recombination takes
place before any charges are collected at the electrode. As a consequence, no gas amplification
is taken place

II. Ionization region In this region, applied High voltage is sufficient enough to avoid the
recombination. Though no gas amplification is taken place, ionized electrons can be collected
by the electrode.

III. Proportional region Gas amplification is taken place with its amplitude proportional
to the applied High voltage. All the electron-ion pairs are collected with its total charge
proportional to the primary electron-ion pairs created by the incident particle.

IV. Limited proportional region As the applied High voltage become higher, generated
positive ions by the gas amplification near the electrode create the space charge. This space
charge will modify the electric field distribution around the anode (space charge effect) and
the linearity is not satisfied from this region. However, this region has an advantage that the
variation of the performance due to the structural distortion or the incident angle is small.
Therefore, we use this region relying on this uniformity with respect to the incident particle.

V. Geiger-Muller region The applied High voltage is so high enough to allow the continuous
discharge until it is limited by the own space charge effect. Therefore, the output pulse is
almost constant which is independent to the number of primary electron-ion pairs created by
the incident particle.

VI. Continuous discharge region Once the ionization occurs, there is a continuous dis-
charge.

There are three merits to adopt limited proportional mode in TGC.

• Variation of the performance due to the structural distortion is small.

• Compose almost same signal shape for the muons with θ < 40 deg. Since the typical
incident angle is expected to be 10 < θ < 45 deg, this ensures the uniformity.

• No streamer is produced.

C.2 Townsend Type avalanche

As the applied High voltage becomes higher (Typically, 106 V/m), the kinematic energy
earned during its mean free path (typically, O(1 µm)) exceeds the ionization energy (Typi-
cally, O(10 eV)). In this case, these electron can ionize another gas molecules and in a similar
way, the 2nd ionized electron can also experiences another ionization. This is so-called townsend
avalanche. The production rate of the ionized electrons can be expressed by

dn

n
= αdx, (C.1)
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where α is called as the first Townsend coefficient. Since the TGC has an anode-wire and its
electric field increases as it is close to it, α become increases accordingly. The solution of the
equation (C.1) gives us,

n(x) = n(0)eαx (C.2)

It is obvious that the number of derived electrons increases at an exponential rate.

117



Appendix D

Additions for Chapter 5

D.1 Optimization of the cut threshold

Figure D.1 shows an example of the optimization result for the pT threshold of two jets, where
x and y axis corresponds to the jet pT for the leading and the 2nd leading jet, respectively. The
contour shows the signal significance after all the event selection applied.
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Figure D.1: Signal significance as a function of the leading (x) and 2nd leading jet pT (y axis).

D.2 Distributions of the τ identification variables

Figure D.2 shows several τ identification variables used for the BDTj calculation described in
section 5.5.2.

D.3 OS−SS distributions

Figure D.3 and Figure D.4 shows the transverse mass distributions after the OS−SS subtraction,
for the τ1 candidate and the τ3 candidate, respectively.
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D.4 Efficiency and the fake rate of the Matrix method

The fake rate (εfake) was estimated using W + 1 fake τ control region in data. The fake rate
that the jet faking to the τ candidate shows a good agreement with the one expected from the
MC simulation in the ≥ 1 b-tag region when binned by the EM-fraction (fEM). On the other
hand, the efficiency (εfake) was measured from MC simulation, including all real τ and electrons
reconstructed as the τ candidate. Figure D.5 shows the efficiency and the fake rate used in
the matrix method, and the Figure D.6 shows the results of the matrix method. The MC fake
rate (yellow) is normalized to the matrix method prediction (red). The expected MC signal
(blue) is stacked on the matrix method prediction, and shown with the data (black). Errors
are statistical only. The data and the MC estimation agree within the uncertainty.

D.5 Comparison of the background BDTj distributions

in W + 1 fake τ control region and the signal region

Figure D.7 shows the comparison of the BDTj distributions for the fake τ leptons in W +1 fake
τ control region and the signal region, depending on the EM fraction (fEM) between 0.0-0.4,
0.4-0.8, and > 0.8. Both distributions are derived from MC simulation. With this binning,
both background distributions are in good agreement.

D.6 Acceptance dependence on the charged Higgs boson

mass

Figure D.8 shows the absolute acceptance (left) and the relative acceptance with respect to
the previous event selection (right). The variations of the color correspond to the variations
of the assumed charged Higgs boson mass. The big difference arises from the number of jet
requirement: the higher charged Higgs boson mass, the lower acceptance due to the available
phase space becomes lower.

Figure D.9 shows several kinematic distributions: number of jets, pT of the leading jet,
Emiss

T , and the pT of the τ candidate. As expected, the higher charged Higgs boson mass results
in lower leading jet pT , higher missing transverse momentum, higher tau pT , and lower number
of jets.

D.7 Ratio measurement result

Figure D.10 shows the variation of the cross section for each systematic sources, and Figure D.11
shows its ratio. From left to right, it is eτ and ee channel, eτ and eµ channel and µτ and eµ
channel.
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Figure D.2: Distributions of the τ identification variable used for the BDTj calculation.
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Figure D.3: Data and MC comparison for the transverse mass distribution for each stage of
the event selection. (From left to right) before Emiss

T cut, before b-tagging, and after b-tagging.
(Top) muon channel, (bottom) electron channel in τ1 candidates.
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Figure D.4: Same plots with Figure D.3 in τ3 candidates.
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Figure D.7: Comparison of the background BDTj distributions in W + 1 fake τ control region
(cross point) and the signal region (blue histogram). From left to right, 0.0 < fEM < 0.4,
0.4 < fEM < 0.8, and fEM > 0.8.
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Figure D.10: The ratio of the cross section between (Left) τe and ee channel, (middle) τe and
eµ channel and (right) τµ and eµ channel.
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